Power Reduction for System Technology - PREST Project

Deliverable D1.2

Amulet Group
Department of Computer Science
University of Manchester
Oxford Rd.
Manchester
M13 9PL



Power Reduction for System Technology - PREST Project

Deliverable D1.2

Report on Asynchronous Design
Technigues/Arithmetic Styles



Contents

1 INtrOdUCHION . . . . .o 4
1.1 Motivation for low-power design . . . . ... .ot 4
1.2 Low-power needs of digital mobile telephone handsetdesigns. . .............. 4
1.3 Structure of thisdocument . . . ... . ... 5

2 Circuit design for power reduction. . . .. ... . i 6
2.1 Sources of energy dissipation in CMOScircuits ........................... 6

2. 0.1 LeaKage . . vttt e 6
2.1.2 Short-CirCUIt CUITENt . . . . . . e e 6
2.1.3 SWItChiNg €NErgy . . . .ot 7
2.2 Circuit-level energy reduction techniques. . ... ....... ... ... .. 7
2.2.1 Circuit topology . ..o 7
2.2.2 Reduction of power supply voltage ... ........ .. ... i i 8
2.3 Activity reduction . ... ... e 10
2.4 Technology techniques. . ... ... i e e e 11
2.4, Varying VL. . ..o e 11
2.4.2 Silicon-on-insulator fabrication. .. ......... .. ... . . . . . o o 13
25  TIMING Strategy. . . . . oottt 13
251 Clock gating . . . ..o o 14
2.5.2 Multiple clock zones. . . .. ... 14
2.5.3 ASYNChronous SYStEMS . . . ... i 14
2.6 CONCIUSIONS . . .. e 15
3  Asynchronousdesignstyles . ............... .. 17
3.1 Huffman CirCUits . . . . ..o 18
3.1.1 Fundamental mode Huffmancircuits. . ............. ... ... ......... 18
3.1.2 Non-fundamental mode Huffman circuits. . . . ........... ... . ........ 19
3.1.3 BUrst mode CirCUILS. . . . . . .ottt e e 19
3.1.4 Problems with Huffman circuits . . ......... ... ... ... . . .. ... ... 21
3.2 Delay insensitive CIrCUIS . . . ... ...t 21
3.2.1 Synthesis Of DI CirCUItS. . . . ...t e 21
3.2.2 Advantages and disadvantages of Dl circuits .. ..................... 23
3.3 Speed independent and quasi-delay insensitive circuits . ................... 24
3.3.1 Synthesisof SICIrCUitS. . . ... e i 24
3.3.2 Advantages and disadvantages of Sl and Q-Dl circuits. . .............. 27
3.4 Micropipelines . . ... 28
3.4.1 Basic operation of a micropipeline. .. ........ .. .. .. . .. 29
3.4.2 Effect of latch control style on power consumption . .................. 30
3.4.3 Advantages and disadvantages of micropipelines. ................... 30
35 Dataencoding ... ...t 31
3.6  2-phase versus 4-phase. ............ i 32
3.7 CONCIUSIONS . ..ot 34

4  Choice of Number Representation and Arithmetic Style for DSP. . . . . .. 35
4.1 INtroduCtion. . .. ..o 35
4.2  Power Consumption in Digital Signal Processors ................ ... .. .... 36
4.3 Choice of Number Representation. . . ........... .. .. 37

4.3.1 2s Complement Representation. . . ............. .. ... 37
4.3.2 Sign and Magnitude Representation . ............ . ... .. .. . ... 37
4.3.3 Variable Bus Width. . . ... ... .. . 38
4.3.4 Delta ENCoding. . . . ...t ti 38
435 N-of-MENCOAING . . ...t 38
4.3.6 Addition Considerations . . .. ....... . 39
4.3.7 Residue Number Systems . . ... ... 39

Power Reduction for System Technology - PREST Project Deliverable D1.2



Contents

4.3.8 Redundant Signed-Digit Representation . .......................... 40
4.3.9 Multiplication Strategies. . . ... 41
4.4 Investigation . . . .. ... 43
45  CONCIUSIONS . . ..o 45
CONCIUSIONS . ... 48
Bibliography . .. ... . . 49

Power Reduction for System Technology - PREST Project Deliverable D1.2



Introduction 5

1 Introduction

1.1 Motivation for low-power design

Low-power systems are becoming more and more commonplace. They have existed for
many years in products such as digital watches and calculators, but the more recent surge
in the popularity of portable audio products and mobile communications equipment has
vastly increased the demand for energy-efficient designs.

As ever-growing numbers of transistors are packed into these low-power systems, to feed
the constantly increasing demand for greater functionality, the power consumption of
these devices is growing. This trend must be countered as battery technology has not
been, and in all probability will not be, able to keep up with the demands placed upon it.
This has resulted, in some cases, in successive generations of a product having poorer
performance than their predecessors, in terms of battery life, rather than the improve-
ments that consumers expect.

The problem exists in non-portable equipment too. As the power dissipated by a single
packaged device has grown, the technology of IC packaging has struggled to keep up.
Many silicon vendors are now concerned at their potential future inability to remove heat

from devices, and the consequences for circuit performance and reliability that would

result from such failure.

1.2 Low-power needs of digital mobile telephone handset
designs

Mobile digital telephone handsets, the field of interest in this investigation, offer an
excellent forum for the investigation of power reduction techniques. In particular, hand-
sets must have the lowest possible energy consumption when they are in stand-by mode,
but be capable of enormous processing power when required. They also offer an opportu-
nity to introduce new techniques relatively easily as the product turnover is very high and
product lifetimes very short (at least for a high performance electronic product).

A further advantage is that a leap in the technology of the GSM system has introduced a
new requirement. The two recent standards for encoding the voice channel in a GSM
system, Enhanced Full Rate (EFR) and Half Rate (HR), both require significantly more
computational power than the currently predominant Full Rate (FR). An FR voice codec
encodes the 8-bit, 8kHz sampled voice signal into a 9.6kbit/s stream, an HR codec does
the same job but onto a stream only half as wide, at 4.8kbit/s, and an EFR codec uses the
9.6kbit/s channel but gives a better quality voice signal. Most handset manufacturers are
in the process of introducing EFR capable handsets, but HR handsets are not widely
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available to consumers yet. Handsets with HR capability require a new generation of
low-power DSPs giving ever-more performance whilst not permitting their energy
requirements to rise.

The major computational task of the DSP in a GSM handset is that of compression of the
speech signal from 64kbit/s to 9.6kbit/s (for FR and EFR) and to 4.8kbit/s (for HR). It
must also manage the channel equalisation and echo cancelling and other tasks. The
workload is therefore highly variable, as the major task, the coding and decoding of the
voice channel, is only performed during voice calls. The DSP is required in some capac-
ity however for almost all parts of the GSM system. Any improvement in the energy effi-
ciency of the DSP will therefore have a marked impact on that of the handset as a whole.

Over recent years, stand-by times for GSM phones with a given capacity of battery have
soared, while call times have stayed relatively static. This is due to a much greater
improvement in the energy efficiency of the handsets in stand-by mode compared to in
active mode. Any techniques to reduce the active power consumption of the DSP are par-
ticularly to be welcomed.

1.3 Structure of this document

Section 2 of this document discusses how and why power is dissipated in CMOS circuits,
and outlines some general techniques for power reduction, including circuit techniques,
clocking techniques and technology techniques. Section 3 gives an overview of some
asynchronous design styles and discusses some of their advantages and disadvantages.
Section 4 describes some of the arithmetic styles that have been considered and consid-
ers their applicability for low-energy computation. Finally, Section 5 gives our conclu-
sions on the approach we should take to the design of a low-power DSP design.
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Circuit design for power reduction 7

2 Circuit design for power reduction

There are many methods for reducing the power consumption of a circuit, but it is impor-
tant to remember that we are seekiag-energycomputation, as well as low-power, i.e.

a reduced amount of energy to perform a particular task. This is a requirement that is dis-
tinct from low-power as the power required for a task can be reduced by simply doing the
task more slowly. The power issue is important from a packaging and integration stand-
point, but battery life is not improved by low-power operation unless it is also low-
energy.

2.1 Sources of energy dissipation in CMOS circuits

Energy dissipation in CMOS circuits can be split into three categories, each effectively
independent of the other.

2.1.1 Leakage

Leakage currents arise due to the incomplete turn-off of transistors in their subthreshold
region (i.e. where the gate-source voltaggs,‘is less than the threshold voltage) \and

reverse-biassed diode leakages (for example between drain and bulk).

These currents are currently very small and, in most cases, negligible. As balanges of V

and the supply voltages change these are likely to increase, and will, in future become
much more significant, perhaps even dominant in applications where a circuit is in an
idle state for a large proportion of its time.

This idleness in itself is likely to increase as, with increasing numbers of transistors
available on a die, the proportion of them that are active at any one time will decrease,
increasing the mean proportion of time that a module is idle.

2.1.2 Short-circuit current

Short circuit currents arise due to the imperfect switching characteristics of MOS transis-
tors, and typically make up about 10-20% of the total dynamic current. In a stacked pair
of CMOS transistors, ideally one should turn on at exactly the same moment that the
other turns off. However, in practice, there is a short period of time when they are both
switched on, and a current is able to flow frog\Mo GND.

For a simple inverter configuration, this occurs during the time tfg@d;\\(/in<(VDD-|th|)
is true, where Y}, and th are the NMOS and PMOS threshold voltages. Because of this

gap where short circuit currents occur, it is important to minimise as much as possible
the time the input voltage spends in this conducting zone.
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2.1.3 Switching energy

Switching energy is the largest component of power consumption, and the one that is
easiest to alter by means of appropriate design. All nodes in a circuit have capacitance,
and each time a node changes its logical state, this capacitance must be either charged or
discharged, dissipating energy. Each time the capacitance is charged or discharged the
energy dissipated will be

= 1c Vi, 1)

etransition 2 node

If the node has a mean frequency of switching gf athen the mean power dissipated at
that node will be:

1 2
F)node( switchiny — éanodecnodeVDD )

and the power dissipated in the whole circuit will be:

1,2
I:)switching: EVDDZanodeCnode ®3)

From this it can be seen that power can be reduced by reducing the switched capacitance,
the frequency with which that capacitance is switched, or the voltage through which it is
switched. These factors are discussed in Section 2.2 and Section 2.3.

2.2 Circuit-level energy reduction techniques

Circuit level energy reduction techniques can be broadly split into those that are con-
cerned with reduction in the switched capacitance and those that are concerned with the
output voltage swing.

2.2.1 Circuit topology

The manner in which a given circuit functionality is implemented can have a significant
effect on power consumption. In symmetric gates such as a simple 3 input NAND gate
(illustrated in Figure 1) the order in which the inputs arrive affects the power consumed.

Assuming all inputs are initially low. If inputs A and B arrive first (in either order), then
because there is still a path tg,¥ through the C-input PMOS transistor, the parasitics of

all three NMOS transistors will be charged. However, if input B and C arrive first (again
in any order), their parasitics cannot be charged as there is no patktathe A-input

NMOS transistor being off. When the A input then transitions frddlQ and the output
thus 110, then less charge on the parasitics must be discharged to ground. The rule of
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thumb is that the input closest to the output of the gate should always be the last to
switch. Obviously this rule only works where one input is consistently later changing
than others, and where circuit function allows. This effect, because of the reduced charg-
ing/discharging, also speeds up switching of the output.

VDD

o Bdé =i

.
o
c{&

Gnd
Figure 1: Implementation of 3-input NAND gate

out

A similar effect is also present in AND-OR-INVERT gates, and others with a similar
topology. Considering the AOI gate shown in Figure 2, giving the function (AB+C).
There will be an internal node capacitance in the PMOS stack at the point that is com-
mon to all three PMOS transistors. In Figure 2(a), if the output is high, the internal node
will be charged, and when the output goes low, this node will want to discharge, which it
can do through either the A or B PMOS, if they are on. In Figure 2(b), when the output
goes low, the node could only discharge through C if it is on. This means that the node is
twice as likely to discharge in the first case than the second if the probability of activity
on each input is the same.

2.2.2 Reduction of power supply voltage

Reduction of the power supply voltage to a circuit appears the most attractive method of
saving power as it has a quadratic effect on the power. However it also causes a linear
slowdown in circuitperformanceas the reduced voltage also reduces the current availa-
ble for charging the capacitances, which remain unchanged, thereby increasing the
charging time.
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out ————out

. 1= . =
BAi BA|

Gnd Gnd

€Y (b)
Figure 2: Alternative implementations of AND-OR-INVERT function

Schemes have been proposed that include multiple supply voltages, variable supplies and
multiple variable supplies, often combined with critical-path analysis to ensure that max-
imum performance is available on critical paths, while minimum energy consumption is
available on non-critical sections.

2.2.2.1 Multiple Vp,

Multiple V5, schemes are a relatively simple way of overcoming the performance pen-

alty associated with power supply reduction techniques. These simply involve using a
different, closer pair of power supply rails for some sections of the circuit, usually those
not on, or far from the critical path. There are two principal schemes, asymmetric and
symmetric.

The asymmetric scheme, proposed by Toshiba, is based on the introduction of only a
new, lower \{, with the lower rail, \gq remaining the same as for the normal parts. A
single library of cells is characterised at two supply voltages and thus the choice of sup-
ply for a block may be left till late in the design stage. This has the advantage of simplic-
ity, but requires conversion circuits between sections with differegt,sv These
conversion circuits, if used too frequently, remove the benefit from having the lower
Vpp: and may also adversely affect performance. This technique may produce savings of

between 30% and 50%.
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The symmetric scheme employs both a new, lowgp\énd a new, higher ¥430]. This

is slightly more complicated than the asymmetric scheme due to the need for an addi-
tional, internally generated supply voltage, but has the advantage that, as long as the dif-
ference between the inner and outer supply rails is less tharo\¢onversion circuits are

necessary, so the modules may be mixed at will. Care must still be taken to ensure that
the higher low and lower high logic levels of the modules with the closer supply rails do
not cause excess leakage currents in modules with wider supply rails which they drive,
due to incomplete turn-off of the transistors (see Section 2.1.1). This technique can pro-
duce savings of up to 50% compared to standard power schemes.

2.2.2.2 Variable VDD

This technique involves altering thep) that is used by the entire device so that per-

formance matches the current need. It can be controlled either by a signal from outside
the circuit, or by software/firmware being run inside the circuit, but thg ¥ generated

internally. All parts of the circuit have their }f, scaled in the same way, so the critical

path will not alter, merely become slower. This system causes problems with synchro-
nous circuits as the clock must also be suitable scaled.

2.2.2.3 Multiple variable V

This technique is a combination of the variable and multiple schemes, and involves hav-
ing a scalable supply for some parts of the circuit, and a fixed one for other parts.

2.3 Activity reduction

Activity reduction may be broadly split into two parts. One, timing strategy, is covered in
Section 2.5, the other, glitch reduction, is considered here.

There are two types of activity to consider, the first is that caused by glitches, and the
second is that which is intentional and part of correct circuit operation. Both can, in par-
ticular circumstances, be reduced to a large degree. Glitches are made up of hazard tran-
sitions, glitches due to unstable, intermediate output states and those due to
uncoordinated input changes.

In a datapath, glitches can have a particularly deleterious effect on energy efficiency as
the number of nodes switched due to them may be very large. A common technique to
reduce the effects of glitches is to introduce latches in the datapath. This can vastly
reduce the glitch activity, but at a cost of performance and complexity of correctly gener-
ating the latch control signals. This in turn can be alleviated by pipelining the datapath,
but this carries an increased latency cost. Another technique is to balance the delays
through the datapath so that any module which sees two inputs will only experience
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changes to these inputs simultaneously. This technique while not only being extremely
difficult to achieve in practice, also has a drawback in that it can be difficult to ensure that
the power consumption is actually reduced, as the delay balancing structures will also
consume power.

An illustration of the scale of the potential saving due to datapath glitch reduction was
given in [15]. When simultaneous inputs were presented to the ALU of an ARMS6, the
power consumed by the ALU was reduced by 35% when compared to skewed inputs. If a
latch was added after the ALU so that it only drove the output bus when data were ready,
there was a 20% power saving.

2.4 Technology techniques

A method that is not particularly open to the designers of individual circuit components
is that of using aspects of the fabrication technology to reduce power consumption.
These techniques are mainly useful for reducing power not associated with switching, so
are not particularly widely used yet, but with changing technology, and the resultant
decrease in the proportion of power that is switching-related, they will probably achieve
far wider use.

2.4.1 Varying V ,

The level at which Yis set can have a marked effect on both the leakage and short-cir-
cuit currents. If the Yis raised, then a given input level will mean that an off-state tran-

sistor lies further into the subthreshold region, reducing the leakage current in an
exponential manner.

A raised V, will also reduce short-circuit currents as there is a smaller window of input
voltage that can cause both NMOS and PMOS transistors in a stack to be gnsif V
raised to more than half of (},-Vsg), then this window disappears entirely, and there

are no short-circuit currents, although the output node is, for a brief period, undriven, so
could go into an undefined state.

The drawback of a higher Ms a reduced performance: as transistors are switched on

(and off) later in an input transition, output nodes do not begin to be charged or dis-
charged until longer after the input transition begins, meaning that the better power char-
acteristics are offset by poorer speed.
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2.4.1.1 Multiple V,

A common way of using the benefit of high Without suffering the performance penalty
is to have multiple Yvalues. This technique is used in a similar manner to multiple sup-
ply voltages: high Ytransistors are used in non critical-path parts of the design[28]. This

keeps the benefit of the lower leakage currents, but does not sacrifice much performance
due to the non-critical nature of the affected transistors.

Another technique which is also a circuit technique and is usually used in conjunction
with clock gating is to place a high;\ransistor above the stack and control this with a

separate, ‘off’ signal[27], as illustrated in Figure 3. Effectively this transistor acts as a
current supply for the channels of the stack transistors, and when the module is not in
use, the high-Ytransistor is turned off and its low leakage means low leakage in the

stack.

VSS
Figure 3: High V | transistor to reduce idle state leakage currents

2.4.1.2 Variable VS

ubs

Under normal circumstances, the substrates of transistors are connected to the same
place, and hence voltage level, as their source terminal. If we permit the substrate to be
connected to a levautsidethe supply rail, theeffective Yis changed, and its value is

given by:

1/2
Vietty = Vi) T YVsubs (4)

wherey s a constant dependent on transistor parameters, lying normally between 0.3 and
0.7, with 0.5 usually being used in calculations.
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Therefore if, when multiple ¥s are used (see Section 2.2.2), the substrate is left con-

nected to the widest supply rails, this has no effect on modules that use the widest sup-
plies (as would be used in the critical path), but further reduces the leakage currents in
those with a reduced}}[29]. This is illustrated in Figure 4.

_|

control
arbitrary logic function

I V/

— Vss

Figure 4: Dynamic variance of V. ¢ o

2.4.2 Silicon-on-insulator fabrication

Silicon-on-insulator (SOI) technology is a fundamental change to the fabrication proc-
ess[16]. Instead of the circuit being fabricated on a mass of silicon, there is a slim layer
of silicon on top on a layer of Sinsulator.

The presence of this insulator vastly reduces leakage currents, in practice to almost zero,
meaning { (and hence ;) can be reduced to levels that are, in bulk CMOS processes,

impractical, without incurring the leakage penalty.

Another, more important, advantage of SOI technology is that node capacitances are rad-
ically lower than in bulk CMOS technology, leading to reduced switching energy.

A final advantage of SOI that will, as more SOI processes become available, become
more important is that there are fewer processing stages in SOI fabrication compared to
bulk silicon.

2.5 Timing strategy

Because, in a synchronous design, the system clock reaches every part of the circuit, and
operates continuously, it is continuously dissipating, and causing to be dissipated, large
amounts of power. Altering a clocking strategy is potentially a very effective way of
reducing power consumption.
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2.5.1 Clock gating

Clock gating is a technique to control the distribution of the global clock and to drive it
only to parts of a circuit that are in use, stopping distribution to portions of the circuit
that are not currently doing anything useful. This can save an enormous amount of power
as merely driving the clock line is often a very costly process. In addition, any datapath
that is clocked may well consume significant amounts of power.

Clock gating works, conceptually, by simply feeding the clock signal through an AND
gate with another signal that controls its distribution. All parts of the circuit that are fed
from below the output of that gate are controlled, or ‘gated’ by that signal. In practice,
the method of gating is likely to be much more complex than that.

There are several problems with this system, primary amongst them is that of generating
the control signals. There is also the problem of the clock phase in which the wake-up
occurs.

2.5.2 Multiple clock zones

The use of multiple clock zones enables a clock signal of a lower frequency than the cir-
cuit needs to be distributed around a circuit, and the full speed is regenerated locally
using a phase-locked loop (PLL).

This mechanism has the benefit of removing the need to distribute a global, high-speed
signal to every part of the device, but has the disadvantage that the PLL-based regenera-
tion of the clock is both complex and fairly slow to restart after it has been halted, as the
PLL system must be allowed to stabilise.

2.5.3 Asynchronous systems

Self-timed circuits have a number of key advantages over clocked circuits when design
for low power is being considered. The defining feature of an asynchronous circuit is the
absence of a global clock signal which must be distributed throughout the circuit. This
clock signal causes unwanted switching activity at every node to which the clock is con-
nected[1].

In high-speed synchronous circuits, the task of preventing clock skew when distributing

the high frequency clock across the circuit requires considerable additional circuit over-

head in terms of clock buffers and phase-locked loops and much skill, and effort from the

designer. This is also a task which cannot be attempted until the design is almost com-
plete as it will depend critically on placement and routing of the final design.
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Most importantly, the need to force the clock signal around the circuit can cost an inordi-
nately large amount of power - it is reported that in recent DEC Alpha devices 30% or
more of the total power consumption (which is considerable in any case) is caused by the
clock distribution system.

In an asynchronous system these problems are all absent. In asynchronous systems all
timing considerations are localised and based on events generated by the circuits them-
selves. This means that such circuits are inherently modular: they create their own timing
system. They are interconnected with handshake circuits and can operate i tineil

rate. This makes design very modular and removes the need to design for worst-case sce-
narios.

Modules only dissipate power when they are doing something useful, and when there is
nothing useful to do their activity ceases. This is obviously valuable where the workload
of a module or the whole circuit is variable.

2.6 Conclusions

Many of the techniques mentioned in the previous sections may be unavailable to a
designer simply on the basis of the amounegfradesign work required to use them in
large circuits.

In general, specific processes, such as dyand SOl processes will not be available,

and in any case, they would not materially affect the actual design of a circuit other than
at the layout level, so from a circuit design point of view they may be considered a sepa-
rate issue.

Reduction of the supply voltage can be a good source of power reduction, but only with
an evolving technology landscape. As process sizes shrink, and as a consequence
become faster, and have lowey, ¥the performance loss due to the reduced supply is

compensated for by the inherent speed increase. This method cannot, however, be used
in practice without the process evolution. For a given design therefore, standard supplies
are probably required.

Multiple supplies provide a possible compromise, as the performance loss is marginal
provided the critical path elements are fully identified.

Circuit topology issues are a cost-free measure that can be implemented regardless of the
use or absence of any other measures.
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As may have been predicted, the most practical and probably the most significant way to
reduce power consumption is by reducing the activity level of the circuit. There are two
principal ways to achieve this: splitting the circuit with latches or blocking gates and
using an asynchronous timing scheme. Blocking elements can be used at whatever scale
is appropriate, including at the highest, system level.

In applications where there is a large variability in the processing load, asynchronous cir-
cuits offer an obvious and simple manner to reduce mean intentional activity, while at the
same time easing the problem of removal of unintentional activity (glitches). Asynchro-
nous design styles are explored in the next section.
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3 Asynchronous design styles

Asynchronous circuits inherently cease their switching activity when no work needs to
be done, and can go from idle (zero power) to full activity (maximum throughput) instan-
taneously. This means that where there is a significant time period in which the circuit
must be able to react instantly to its environment, but is not actually doing anything,
asynchronous techniques are a good candidate for power reduction.

This instant switch from idleness to maximum throughput is a part of the excellent
implicit power management properties that asynchronous circuits have. As a module will
cease activity any time it is not needed, for no design effort or performance overhead we
have fine grained power management both in time and functional terms.

A further advantage of asynchronous circuits comes from their self-timed nature. In
clocked systems, it is necessary to have the entire circuit operating at a speed governed
by the slowest single circuit element, as all data transfers must be synchronised with the
global clock. This means that circuits in the critical path often require considerable
design effort and extra complexity to ensure that worst-case data can be dealt with in a
particular time period and this may lead to the designer being forced to use a design
which has poor power properties in order to shoehorn the operation into its allocated
time slot.

Asynchronous systems manage the transfer of data at a local level, and operate in their
natural time. This means that circuits can be designed to maintain a high throughput for
typical data, and the pathological cases are simply given longer to complete. Because
there is no need to force a circuit to complete in a given time, if required it may be modi-
fied to be more energy, if less time, efficient or vice versa, depending on the design
requirements. This locality also reduces the number of long-distance nets in a circuit
(most notably the clock), and thus the number of very high capacitance nodes that must
be switched.

A factor that is being ever more widely recognised is the inherent portability of self-
timed circuits. As they have a well defined interface that is not constrained in its timing
requirements, parts of an asynchronous circuit may be easily reused in new designs, and
in designs to be fabricated in a different technology. With the growth in the size of
devices, such hardware reuse will become more important.

The final advantage of asynchronous systems, and one that is of crucial importance in the
mobile telecommunication arena, is that as all parts of the circuit are operating at differ-
ent speeds and times, rather than switching simultaneously in response to the global
clock signal, the electromagnetic emissions are both more dispersed, and lower in total.
Where there are distinct frequency peaks and harmonics in synchronous systems, these
are much reduced in asynchronous systems. Where large subsystems run flat-out, such as
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a fully loaded execution pipeline, there are still detectable characteristic lumps in the
spectrum, but these are many dBs lower than the levels needed to meet EMC require-
ments.

Asynchronous design has not been popular for several decades (certainly not in the
CMOS era), but is currently receiving a much higher level of attention. Unfortunately,
because of this past neglect, there are almost no CAD tools for asynchronous design, and
none integrated into the commercial VLSI CAD tool suites available. There are a few
tools however, and in several of the design techniques described below, conventional
synchronous tools may be used for much of the design work.

In almost all cases, for the lower levels of design, layout and place-and-route, there is in
practice no difference between synchronous and asynchronous circuits. It is in the higher
levels, architectural design and synthesis, that the lack of tools is most obvious. This too
is changing: LARDI[24] is proving extremely useful for architectural experimentation in
the Amulet3[25] project, as has the verification and synthesis tool Petrify[26].

There are many different asynchronous design styles that may be classified most simply
by their timing assumption. These are discussed in Sections 3.1 - 3.4. This document
could not possibly provide an exhaustive comment on asynchronous design styles, so if
the reader desires additional information on the various asynchronous design methodolo-
gies and their pros and cons, [6] provides a good starting point.

Another important difference in asynchronous design is the manner in which data are
communicated around a circuit. This aspect is discussed in Section 3.5 and Section 3.6

3.1 Huffman circuits

The timing assumption of Huffman circuits is essentially that of synchronous circuits:
that the delays associated with all elements of the circuit and their interconnections are
known, or at least that their upper bounds are known.

3.1.1 Fundamental mode Huffman circuits

In fundamental mode circuits, the design method is usually to synthesise the circuit,
either automatically or manually from a flow table[7] which indicates state stability and
transitions, and the outputs generated by such transitions. This is synthesised by methods
similar to that used for state machines, with state reduction and state encoding, via a Kar-
naugh map.

It is assumed that an input change will cause the circuit to pass through a (possibly zero)
number of unstable states and into a new stable state, within a known, finite time. In
order to ensure operation free of output hazards, redundant cubes (frdtarhaugh

map of the function) must be implemented. Unfortunately, this redundancy cannot
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ensure correct operation if more than one input is allowed to change simultaneously, so
inputs may only change one at a time, and the circuit must be allowed to find its new, sta-
ble state before another input may change.

An important factor when considering implementation in this design style is that, being
implemented typically as a sum of products form, the required size of AND and OR
gates increases as the number of inputs to the circuit. In most technologies large fan ins
are either unavailable or penalised by a large delay. It may therefore be necessary to
decompose complex nets into simpler ones. It can be shown[8] that many transforma-
tions (such as rearrangement under associativity, distributivity and DeMorgan’s laws) do
not introduce new hazards, although care must be taken not to readmit hazards by acci-
dentally removing the redundant cubes that were originally introduced to eliminate haz-
ards.

When designing sequential Huffman circuits, we must resort to methods that are effec-
tively synchronous. The state is stored by signals fed back to the inputs via delay ele-
ments to ensure that they do not change at the circuit inputs until the circuit has settled
into its new stable state. Because the constraint of only allowing a single input to change
must still be upheld, only one state bit may be allowed to change at any one time
(because state bits are inputs to the combinational circuit), and this may not be at the
same time as any external inputs. This causes state encoding to become a complex task,
which is often simplified by using one-hot (or other types of redundant) encoding on the
state signals. A further restriction on sequential Huffman circuits is that because the
feedback signals may change many times after the input change has occurred, it may be
difficult to calculate the time that must be allowed for the circuit to settle.

3.1.2 Non-fundamental mode Huffman circuits

The fundamental mode, although rendering the design task relatively easy as it can be
almost entirely automated by tools, does cause greatly extended cycle times. The single
input change restriction can however be slackened a little, as it may, in practice allow
multiple inputs to change, as long as the start and end input states are both covered by the
samecube in a Karnaugh map. When this is permitted the circuits are said to be operat-
ing in non-fundamental mode.

3.1.3 Burst mode circuits

Burst mode circuits[20][21] are not strictly Huffman circuits, and operate in a signifi-

cantly different manner to them, but they have certain conceptual similarities, so they are
grouped with them. The assumption they use is that in any given state, only certain com-
binations of inputs (known as bursts) may change. The circuit only changes state when
all the inputs in a burst have arrived, but the inputs themselves may arrive in any order.
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During a state change some of the output variables may change (an output burst), and the
circuit moves into a state where it awaits a new input burst. New inputs are allowed only
when the new state has settled.

This mode effectively transfers the Huffman requirement of only a single input changing,

to only the inputs in a single burst changing. An additional requirement however is that

no state may have a valid input burst that is a subset of another valid input burst, in order
that there can be no ambiguity as to whether a state change should occur.

An illustration of a burst mode circuit is given in Figure 5. The timing generation circuit
encapsulates all of tHaurstnature of the circuit, and only generates a latch enable pulse
when a complete input burst has been received. This activates the latches which then pass
the new output state as an output burst. The two latch phases must be present to ensure
that the changing state bits caused by the phase 1 latches opening are not propagated
round to the inputs, introducing a race condition.

timing locally generated latch enable
generator
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Figure 5: An example of a burst mode circuit

The claimed advantage of burst mode circuits is that by the introduction of the locally
generated clock signal, the slowness that dogs fundamental mode circuits is avoided,
standard state-machine techniques may be used in the design and many hazards are
avoided as the state bits are not on an uninterrupted feedback path. However, outputs are
generated directly from the inputs, so hazards must be explicitly avoided on those signals
by the inclusion of the redundant cubes that are necessary for fundamental mode circuits.

Power Reduction for System Technology - PREST Project Deliverable D1.2



Asynchronous design styles 22

One problem remains though, which is that as more than one state bit may change when
the latches are enabled, there can be a hazard in the clock generation logic. This can be
overcome, at a cost, by using a more complex clock generation technique.

A large, 300k transistor device[31] has been designed using this technique, principally
with performance rather than power in mind.

3.1.4 Problems with Huffman circuits

The Huffman approach presents designers of large asynchronous systems with a number
of problems. Firstly, since only one input (or in the case of burst mode circuits, only the
members of a small group of inputs) may change at a time, they are very difficult to use
as datapath elements, where many inputs commonly change simultaneously.

In addition the design methodologies for these circuits do not cope well with the task of
combining smaller circuits, as in a hierarchical design, which it is common for designers
to wish to do, and is in practice essential for large designs. A further problem is the need
to add delays, and cater for worst case performance which can result in speed problems.

The final problem is that, having added redundant cubes to avoid hazards, we have
removed the possibility of testing by detection of visible faults, as this fundamentally
conflicts with the presence of redundant terms.

3.2 Delay insensitive circuits

The timing model for delay insensitive (DI) circuits is that both gates and wires have
unbounded delays. Where a Huffman circuit assumes that after a given amount of time
the circuits will have resolved its state, and a new input vector can be applied, these cir-
cuits cannot be assumed to have completed their transition at any time. As a result these
circuits must explicitly indicate their completion.

The timing assumptions applicable to DI circuits force circuits to be designed in a man-
ner that results in it being possible to mathematically prove or disprove their correctness
without needing real delay data. This in turn means that performance of small parts of
the circuit may be improved and then the new design used as a slot-in replacement for the
old, without the need to again check the correctness of the circuit.

3.2.1 Synthesis of DI circuits

There are several methods available to synthesise DI circuits.
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3.2.1.1 I-nets

I-Nets[10] are similar to Petri-Nets[14], and are transformed, via interface state graphs
and state assignment processes to Karnaugh maps. There are two methods to synthesise
these Karnaugh maps into real circuits.

In the first method the Karnaugh maps are synthesised into structures similar to those
used for fundamental mode Huffman circuits (see Section 3.1.1). Now however the tim-
ing assumptions that were present there, that only one input may change in any particular
time period, are not the same, and dynamic hazards may be introduced. No static hazards
are introduced as the redundant cubes are retained.

The dynamic hazards are removed by the insertiomeftial-delay elementswhich
swallowa glitch up to a certain size.

The second method[10][22], known as Q-Modules, uses a structure similar to that of
burst mode circuits (see Section 3.1.3), but instead of latching only when inputs arrive, it
is constantly latching inputs and outputs with locally generated clocks, allowing enough
time between clock edges for the combinational logic inside to settle (see Figure 6). This
requires latches with synchronisers on their inputs, able to reliably latch asynchronous
signals. As a synchroniser itself requires an unbounded amount of time to achieve a sta-
ble output, it must inform its clock control circuit when it has done so. Thus what is
essentially a synchronous state machine has reliable DI operation.

Both these methods have flaws, the first because it tends to add a large amount of delay,
and the second for the complexity of the latches and their control. Simple combinational
circuits however tend to have small delays in the first style, so small circuits are more
suited to this, and because the cost of the latches is fixed with respect to complexity and
proportional to input numbers, the second style better suits complex circuits.

Once small modules have been implemented in one of these two styles, larger circuits
constructed using them are much simpler to synthesise. However since predesigned
blocks must be used, and these may not be altered without a great deal of care, there are
some restrictions placed on the designers freedom.

3.2.1.2 Trace based circuits

Trace based implementation (so called because it is bastdamtheory[11][12], uni-

fies the description of a circuit in terms of modules, and of those modules themselves.
The circuit to be synthesised is specified in a special textual language that operates at a
very low level.
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Figure 6: Q-Module delay insensitive circuit

The synthesis of this system relies on an almost direct translation between the input for-
mat and real modules. The more complex structures that are commonly found in asyn-
chronous specifications are all describable in the input format of this system, hence the
unification of the module description with the circuit description.

The input language is, however, difficult for a designer to understand and visualise, and
the requirement that each individual signal transition be described is onerous for large
circuits.

3.2.2 Advantages and disadvantages of DI circuits

The use of DI techniques, even when implemented using structures very similar to those
used for Huffman circuits appears to provide a considerable performance benefit, and
this is due to the fact that DI circuits, because of their timing assumption, must indicate
completion. This results in nearer to average-case performance and better flow control
than is possible with Huffman circuits. In other words, constraining the designer to build
well-specified, correct circuits (i.e. good asynchronous circuits) has a performance
advantage.
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DI circuits are very difficult to build and have a tendency to have poor area characteris-
tics, and as a result may also have very poor power characteristics due to the large
number of transistors for a given function. The major problem with DI circuits is that
their complexity increases much faster than their functionality as circuit size grows. This
makes their synthesis difficult and their use largely impractical for larger circuits.

As far as the authors are aware, no large circuit has been designed using DI techniques.

3.3 Speed independent and quasi-delay insensitive circuits

Speed independent (SI) circuits use the delay model similar to that of DI circuits, but
they assume that wiring delays, instead of being unbounded, are negligible. This assump-
tion is perfectly valid where there is no question of connections being non-local, such as
occurs within a small module or between physically adjacent modules.

Quasi-delay insensitive (QDI) circuits use a model somewhere in between Sl and DI.
Here, the wire delays are assumed to be unbounded, as in DI, but also that they obey the
principle of theisochronic fork13]. The isochronic fork principle is that while wire
delays may be unbounded, the differences in time of receipt by multiple recipients are
negligible.

The isochronic fork assumption means that as the wire delay is the same for all driven
points on the wire, the delay can be seen as a single delay before the wire splits, followed
by delay-free wires to the driven points. This delay can then, conceptually, be merged
into the driving output leaving a negligible wire delay, which is the Sl delay model. Thus
these two models are, in practice, the same.

3.3.1 Synthesis of SI circuits

3.3.1.1 Signal transition graphs

Signal transition graphs (STGs) are a means of specifying and synthesising asynchro-
nous circuits that is currently very popular, for several reasons. The first reason is that,
being a Petri-Net based method, they can be manipulated by well understood means and
with mature tools. The second, more important reason is that their specification bears
significant similarities to the way designers think about asynchronous circuits.

While STGs are a sub class of Petri-Nets, there are some important restrictions that must
be obeyed: they may only be marked graph, free choice (or input choice) and non-input
choice Petri-Nets[14].

An example of an STG and its specification is shown in Figure 7. The code shown in Fig-
ure 7(a) specifies that the STG has two inputs, x and y and one output, z. The circles con-
taining filled blobs are known in Petri-Net parlance as places, and are only included in
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the diagram as a means of showing the initial statmarkingof the STG. A place with
exactly on input and one output will in practice behave as if it were not there, immedi-
ately passing any token from its input to its output.

.model example.g X+
.inputs x y

.outputs z \
.graph

X+ y+ z+ -
y+z- y
Z+ - ?
X- z-

z-y- y+

Z+ Z-
y- x+
.marking {<x+,z+> <x+,y+>} \ /4
.end

X_

(@) (b)
Figure 7: STG and its specification

Theefficientsynthesis of circuits from STGs may require the STGs to have certain prop-
erties, for example: liveness, safeness, persistency, consistency of state assignment and
uniqueness of state assignment[14][17]. The only one of these that must be satisfied for
an implementation to bgossibleis that of consistency of state assignment.

These restrictions allow the use of synthesis techniques that are much more efficient than
those that must be employed to synthesise I-Nets (see Section 3.2.1.1), as they avoid the
problem of state-explosion.

3.3.1.2 Change diagrams

Change diagrams (CDs) are another Petri-Net-like format[18]. They are similar to STGs,
but have additional types of arcs available, and relax some of the constraints on STGs
that are required for efficient synthesis. There are two new arc types, weak arcs and dis-
engagable arcs.

Weak arcs act as, in effect, an OR function in the graph. A place with weak arc inputs can
fire when any of its inputs (if it has weak inputs, it magly have weak inputs) has a
token, but when it does so it leaveslabton the others which means that the next time
they receive a token, it is swallowed by the debt, rather than causing a firing of the place.

Disengagable arcs are arcs that are disregarded after the first time they are fired. In other
words, once they are fired, they are pruned from the graph. These arcs can therefore be
used to set up initial conditions.
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Disengagable arcs offer a great improvement over STGs, as initialisation when using
STGs is problematic, but the relaxation of the constraints is also important. The require-
ment that all places to be potentially able to fire infinitely often (liveness) is substituted

by the requirement only that places be able to fire at least once. A modification of the
persistency requirement is also present.

Although CDs have useful features not present in STGs, they also have some crucial fail-
ings, such as being unable to model an XOR function! They are also unable to express
input choice. A final problem is that there are currently no freely available tools for syn-
thesising from them.

3.3.1.3 Communicating process compilation

Martin’'s communicating process compilation (CPC)[13] is a method for translating pro-
grams written in a form similar to communicating sequential processes (CSPs) into asyn-
chronous circuits.

This method uses low-level (although more abstract than trace commands) source lan-
guage constructs to describe the circuit according to the communications in it. These
communications are decomposed into simpler structures until the lowest level of hierar-
chy is reached. These lowest-level structures are then decomposed into the four-phase
handshaking protocols that they are equivalent to. These handshaking structures are then
fed to production rules which produce a corresponding real circuit implementation.

3.3.1.4 Tangram and Balsa

Tangram[19] and Balsa[23] are both very similar to CPC, and even more similar to one
another. They offer the ability to translate a textual description of a circuit, described by
its communicatiomrather than the transitions on its wires. The languages are efficient in
their description of a circuit, and unlike CPC-based synthesis they may produce either DI
or Sl circuits. The ability to produce either DI or Si circuits is due to the use of an inter-
mediate representation, which may be mapped onto either DI or SI backends. These two
methods are included here rather than in the DI section as the backends that are most
developed in both cases are the Sl ones.

Tangram began as a research tool from Philips which was made available to the Amulet
group during a collaborative project. After the project finished the company decided that
it is a commercially useful tool and it is no longer available to those outside Philips.
Balsa began as a reimplementation of Tangram, in response to Philips’ decision, but has
since moved beyond this and significantly expanded its feature set. Balsa is currently
being used in the design of the Amulet3[25] microprocessor, and will soon be publicly
available.
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3.3.1.5 Sl datapath

Synthesis of Sl circuits is pointless without the ability to perform processing on the data.
Differential cascode voltage switch logic (DCVSL) can be used for this. DCVSL is a
dynamic logic style whose charging and discharging is controlled by four-phase
request andacknowledge signals rather than a clock signal (see Figure 8). Blocks
implemented in this style are interconnected in complex fashions using other, non-datap-
ath SI circuits, but DCVSL blocks may be simply cascaded together with no glue logic
where this achieves the desired functionality.

VDD
Request 4 C{
|‘l O_UtD Acknowledge
I out

NMOS
tree

|
|
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Figure 8: DCVSL logic
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Methods exist to automatically generate optimal DCVSL implementations of datapath
elements[7]. These blocks are implemented as a precharge/discharge circuit around an
NMOS tree structure that has complementary outputs. These complementary outputs can
be used to generate a completion signal, and because of their complementary nature, the
completion signal cannot be generated before the block has completed its evaluation,
giving to the block its Sl characteristic.

Tangram and Balsa mentioned above can also be used for the synthesis of datapath, but
they perform this task much less efficiently than the synthesis of control circuits. Balsa
however can be instructed to use prebuilt elements supplied by the designer in the syn-
thesis of datapath and this makes datapath synthesis much more efficient.

3.3.2 Advantages and disadvantages of SI and Q-DI circuits

Sl circuits have an important advantage over DI circuits in that more complex basic
blocks can be used with (multiply-)forked outputs, as the isochronic fork assumption
makes a larger range of basic blocks into hazard-free structures.
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The isochronic fork assumption is, however, sometimes difficult to satisfy. Wire lengths
can differ, implementations of modules can differ, thresholds can differ, etc. In custom
devices, most of these problems can be overcome by various means, but in an FPGA
implementation for example, where placement and routing may be far from the designers
control and wiring delays may dominate gate delays, this would be impossible.

Where datapath is implemented as DCVSL modules, there can be a significant power
penalty as there may be an expansive NMOS tree that is discharged every time the
block’s output is evaluated, regardless of its previous state and its inputs. In some cases
there can be a power benefit due to lower input capacitances on some types of logic func-
tion.

Tangram has been used very successfully by Philips, and two commercial products are
available that have been designed using it. The first, an error corrector for use in a DCC
system[32] was targeted at a low-power application, and achieved an order of magnitude
power reduction due to the infrequent, bursty nature of the demand. The second, a micro-
controller for a pager[33], was targeted at EMC concerns, and was the first microcontrol-
ler that could be run during receipt of a paging message. This allowed, for the first time,
the paging protocol to be in software and therefore allowing the pager to operate on all
standards without design modification.

3.4 Micropipelines

This category is in a section of its own as it combines the timing assumptions and design
techniques of other methods. Sutherland’s micropipelines[5] are a combination of
bounded delay techniques, used in the datapath, and Sl techniques, used in the control
path.

The timing assumption used here is that for a small, isolated section of datapath, the
delays are known, but that section can operate in an environment of unbounded delays.
This is achieved by separating such sections of datapath with latches controlled by a net-
work of handshaking components that control the datapath and perform neighbour syn-
chronisation.

The timing constraints for this style are met by either having Sl circuits in the datapath or
conventional circuits and matched delays. Where Sl circuits are used (the assumption of
no net delays is reasonably robust here because of the locality of reference) they explic-
itly indicate the timing. Where matched delays are used, the matched delay elements per-
form theboundingof the delays. The control network then uses the timing information
provided by the datapath elements to ensure correct operation.
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3.4.1 Basic operation of a micropipeline

A micropipeline is like any other pipeline in that it has latch separated sections, however
because of the asynchronous nature of the system, the latches must indicate when they
have latched a data value. The simplest example of a micropipeline is a FIFO, as illus-
trated in Figure 9.

JE—

Rin  Rout ™ Rin  Rout ™Rin Rout| ™

—INJ event N\ event ] event :>
_\/ register —\/ register —\/ register

~— Ain  Aout = Ain  Aout = Ain  Aout re——

Figure 9: Micropipeline FIFO

The event registers latch a datum in responseremaest event on Rin, but only if the

next register downstream has indicated that it has itself latched in the last datum it was
passed. The downstream register does this by putting an event on its Ain (connected to
the Aout of the upstream latch). When the latching has taken place, the register tries to
pass the datum onto its downstream neighbour by placing an event on Rout (its neigh-
bour’s Rin), and acknowledging to its predecessor that it has latched by an event on Ain.

The event register itself is illustrated in Figure 10. This shows how the various handshak-
ing lines interact with the latch itself. Assuming that the next stage has latched the last
datum passed to it, then the arrival of an event on the Rin signal will causmfitere

port to receive an event which latches information into the latch. At some point later,
when this latching is complete, this is indicated to both the upstream and downstream
latches (via the Ain and Rout signals respectively) by an event ooapiire doneoort.

At some later point, when the downstream latch has latched the datum passed to it, it will
send an event on the Aout signal to theessport which will, some time after that, arrive

at thepass dongort, allowing the cycle to begin again.

Rin {}data in Ain A

Capture Capture done

Pass done Pass

data out

Aout v Rout Y

Figure 10: Micropipeline event register
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If another event arrives on the Rin wire before pass donevent has arrived, then the
C-element prevents it from being passed todaptureport until an event arrives gass
done This prevents an upstream latch overwriting downstream information.

When processing is added to the pipeline, this is just placed in the data stream between
event registers, as illustrated in Figure 11. Now however, the data will not make the jour-
ney between the output of one register and the input of the next in the near-instantaneous
fashion it did before, so theequest signal must be delayed by an amount greater then
the delay through the processing logic.

™ Rin  Rout Ca D Rin  Rout Ca D t Rin  Rout »
—IN\ event . event . event
. logic . logic .
—\/ register register register
-+— Ain  Aout (= Ain  Aout = Ain  Aout [e——

Figure 11: Micropipeline processing

3.4.2 Effect of latch control style on power consumption

A micropipeline design contains a large number of stages, therefore the control mecha-
nism of the registers can have a great effect on the power consumption. If the registers
are used in a normally open configuration, glitches can propagate along the pipeline until
they arrive at a full stage. This means that if the pipeline experiences low occupancy,
glitches may be particularly costly. If the latches are used in normally-closed mode, there
is a speed penalty, as they must be opened to allow a datum to pass, but they are more
energetically efficient, as glitches only propagate to the next latch.

A third type of latch controller has been proposed[9] that allows the latch mode to be
dynamically switched between normally open and normally closed. This switching
allows the latches to be operated in normally open mode when speed is desired, and in
normally closed mode when energy efficiency is a greater priority. A serendipitous
aspect of this switchability is that commonly when high performance is required, the
pipeline will experience high occupancy, which will cause glitch propagation to be
reduced in any case.

3.4.3 Advantages and disadvantages of micropipelines

Micropipelines have an inherent advantage over other self-timed styles which is that
datapath elements may be easily designed, in a conventional style, by conventional
means, and with conventional tools. Using matched delays it is possible (if not necessar-
ily always useful) to simply take a block of conventional, synchronous style logic and
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wrap it in a micropipeline shell, add a matched delay, and it becomes an asynchronous
component. This facility of module design means that it is very easy to design small
blocks and in turn to use these blocks to build very large devices.

It is not always advantageous to use a synchronous block drawn from a library, as there is
usually a much better way to implement the function when the designer is freed from the
timing constraints of the synchronous world. For example, a synchronous design of
adder must wait for the longest possible carry chain, even though this case will be
extremely rare. In an asynchronous adder, the length of the carry chain may be deter-
mined to know the correct delay to associate with the operation, or a cessation of activity
may be detected in the adder network to know when addition has finished. Both of these
methods may have a much shorter delay under normal circumstances and a longer delay
in the worst-case situation, but as the worst case is so infrequent, average performance is
increased compared to using a synchronous design with a matched delay[37].

Using matched delays compromises some of the average case performance that can be
expected of micropipeline systemssasneparts ofsomecircuits must, insome circum-
stancesxhibit worst case delays. The occurrence of worst case delays is, however, not
seen in all parts of a circuit at once or on every occasion that a section of the circuit is
used.

The disadvantage is that the networks of handshaking components were in the past diffi-
cult to design, although much less so than is commonly thought. Furthermore, tools for
the design and simulation of these networks are evolving rapidly. As these handshaking
networks are implemented as speed independent networks, many of the tools used for
their design are applicable in this case. Micropipelines is the approach that has been used
for the design of the Amuletl and Amulet2 processors, and is being used for the design
of the Amulet3, which have been or are being designed here at Manchester University.
Because of the lack of existing tools, tools have been crafted in-house: LARD was cre-
ated to fill the need for an asynchronous architectural simulator, and BALSA to fill the
need for an asynchronous synthesiser.

3.5 Data encoding

Because of their timing assumptions, different communication methods must be used in
the different design styles described. In a synchronous or Huffman circuit, a wire can be
assumed to have reached its final value at a given time, but when information about time
is removed, a problem arises. A receiver cannot know if a wire’s value has stayed at, say,
0 because that is its correct value or because a transition to 1 has not yet arrived.

The receiver will, however, receive the transitiorsatnetime, and this can be used as a
basis for the signalling. A sender will indicate the validity of data on one signal and the
receiver will indicate the completion of processing of the data via another signal. This
can be done either by dual rail coding, or by the bundled data protocol.
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Dual rail coding involves encoding the signal on two wires, and which of the two wires
undergoes a transition indicates the bit's value. This method is, effectively, one-hot cod-
ing for the two states of each bit. An example of this is shown in Figure 8, wheathe
andout signals are a dual rail coded version ofdbée value.

The bundled data protocol encodes the data on a conventional 1-bit per wire scheme, but
uses an explicit request line to initiate. It is assumed (or ensured) that the delay on the
explicit request line is greater than that on the data lines. In both cases an explicit

acknowledgement line is needed. It can be seen from this that it is not possible in these
types of circuits to encode a bit with a single wire.

If a single bit is to be transmitted, transition signalling requires three wires but retains
true delay insensitivity while bundled data also requires three wires, but loses the strict
DI characteristics (although it does remain Sl). For large data widths however, transition
signalling becomes impractical, as not only are there a large number of wires, but the
arrival on all of them must be ascertained

3.6 2-phase versus 4-phase

These initiation and completion signals can operate with one of two protocols, either
two-phase or four-phase.

In the two-phase protocol, in which an event occurs on a wire when thargyisansi-

tion: a signal that change$L] 0 has had two transactions on the wire, and no differen-
tiation is made between a rising edge and a falling edge. In Figure 12, two complete
transaction cycles are shown, illustrating the fact that the sense of a chaege&st

or acknowledge is ignored. The data must be valid before the sender initiates the
request transition, and must remain valid until after the receiver indicates completion
of receipt by sending a transition on #eknowledge

|
I
:

J
Request

\

Acknowledge

Data

Figure 12: The 2-phase protocol
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The four-phase protocol has a return-to-zero phase for each signal so the same sequence,
00 100 0, comprises only one transaction on a four-phase protocol signal. In Figure 13,
we see the four possible 4-phase protocols that may be used to indicate data validity.

|
1
|
Acknowledge :
-------- : | |
: : : Early
| | |
I | |
| | |
| | |
| I I Broad
! ! !
Data : : :
: : : Late
| | | |
I I T T
| | | |
T T T I
: : : : Broadish
| | | |
"""" | | | |
| | | |

Figure 13: The 4-phase protocol

The broad protocol has the advantage that it simplifies datapath design as the data are
valid as long asequest is high, meaning that it can be used as a conventional enable
signal. The broadish protocol also has this advantage, but the receiving latch must treat
the protocol as early. The late protocol is, in practice, of no use, so can be ignored.

The advantage of four-phase circuits is that, having the return-to-zero phase, circuit ele-
ments may be level, rather than edge, sensitive, which simplifies them. Two-phase cir-
cuits, on the other hand have, at least in theory, a speed and power advantage due to
having half the number of transitions in this control path. The advantage is not as great as
might at first be thought, as the majority of the delay is usually in the datapath logic,
which must be included whichever protocol is used, and 2-phase control elements are
also generally slower than 4-phase ones.
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3.7 Conclusions

The major factor in picking an asynchronous design style to use is that of the tools avail-
able to the designer. There are not currently any asynchronous tools available in EDA
suites, although it would require relatively little effort to integrate, for example, Petrify
as a synthesis tool synthesising STGs into netlists. This lack of tool support is the major
problem which prevents greater adoption of asynchronous design.

Of the many asynchronous styles examined, only a few are practical for large-scale

designs. Of these, only micropipelines seem to offer a practical engineering approach to
an architecture with a large datapath component, where performance is also an issue. Si
circuits are also useful, and will become more so as the sophistication of Tangram/Balsa
increases.

Micropipelines however provide, for synchronous designers, an easy entry point into the
asynchronous world. Large parts of the design can be done using only existing tools, and
it requires the easiest conceptual leap from the synchronous domain. Those parts of the
circuit that do require specifically asynchronous tools can, in general, be designed with
freely available (and cost free) tools.

All micropipeline designs to date have had performance as their principal design objec-
tive, but future designs, where they are used in applications that have a highly variable
workload, will exhibit excellent power characteristics also. The maiatsgnchronous
circuits are excellent at doing nothingiust be kept in mind.

An illustration of this is the Amulet2 microprocessor. At peak performance, it can man-
age a computational performance approximately the same as the ARM6 microprocessor
it was intended to be comparable with, consuming approximately the same amount of
power. When idle however, it had a power consumption several orders of magnitude less
than the ARM6.
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4 Choice of Number Representation and Arithmetic
Style for DSP

4.1 Introduction

The key feature which distinguishes a digital signal processor from a general purpose
microprocessor is that a DSP tends to spend much of its time performing a repetitive
function on a continuous stream of data. Typical algorithms performed by a DSP

[34][35] are shown in Table 1

FIR Filtering p-1 IIR Filtering p-1 q-1
Yn = Z bnX, i Yn = z b Xy i + Z Cn¥n-i
i=0 i=0 i=0
Convolution 0 Fourier Transform N-—1 —j2nk%
4 = z Xn Y-k Xk = z Xn€
k = —0 n=0

TABLE 1. Typical DSP algorithms

More complex algorithms, such as data compression, encryption, statistical modelling
etc. can often be represented by combinations of these or similar functions. As can be
seen, the majority of these operations are formed from the summation of a series of mul-
tiplications. The basic operation in digital signal processing can therefore be thought of
as being the multiply-accumulate (MAC) operation. It is usual to have a dedicated unit
for performing this operation, with data and address calculations being performed by dif-
ferent functional units (as opposed to a general purpose microprocessor where data and
address calculations are often performed by the same datapath). It is also common to
have separate instruction and data buses (Harvard architecture) in order to maximise the
throughput of data to and from the MAC unit. A typical DSP architecture, for the
DSP56000 series of processors [34], is shown in Figure 14. This uses a dual Harvard
architecture, an architecture common in modern signal processors, with a bus for pro-
gram instructions and a separate bus for each operand of the multiply-accumulate
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Figure 14: DSP56000 Block Diagram

4.2 Power Consumption in Digital Signal Processors

The fundamental operation of a digital signal processor can be seen as streaming data
from memory, performing calculations (principally multiply-accumulate operations) on
that data, and returning it to memory. The power consumption can therefore be broken
down quite naturally into three component areas:

1. Moving data to and from memory.
2. Calculations performed on data in the MAC and ALU.
3. Instruction fetch and the control and address calculation units.

The cost of moving data to and from memory is often the dominant component of system
power consumption [36]. This can be reduced to some extent by appropriately sized and
located cache memories at the system design level. However, the minimum memory traf-
fic that can be achieved is fixed by the algorithm being performed.

A DSP will usually be required to perform multiply-accumulate instructions a quickly as
possible, within a single clock cycle in a synchronous system. To meet this requirement,
it is necessary to use high speed array multipliers and fast adders. As the majority of DSP
operations are likely to be multiply-accumulate operations, it is clear that the design of
the arithmetic unit will have a large impact on the overall power consumption of the DSP
core.

Power Reduction for System Technology - PREST Project Deliverable D1.2



Choice of Number Representation and Arithmetic Style for DSP 38

4.3 Choice of Number Representation

One of the first decisions to be made in the design of a digital signal processor system is
how the numbers are to be represented. This impacts upon the power consumption of the
system in a number of different ways. Firstly, the choice of number representation has an
impact on the complexity of the arithmetic elements required to maintain a certain level
of throughput. Secondly, the type of number representation used has an impact on the
switching activity both on buses and within processing elements. Finally, the compact-
ness of the encoding has an impact on the amount of memory required for storage and
hence on the amount of power consumed in transferring data to and from memory. Only
fixed-point number representations will be considered here, as floating-point system are
generally more complex and hence will not be chosen for a low-power system. However,
many of the points considered apply to the design of elements of a floating-point system
as well.

4.3.1 2s Complement Representation

The number system most commonly employed for general purpose fixed-point digital
signal processing is th2s complementumbering scheme. This representation has the
form:

m-1
Z =-b2"+ > b;2 2"<z<2™-1
=0 (5)

Its primary drawback is the large numbers of redundant ones required to represent small
negative numbers. This means that for a digitised signal with small fluctuations about
zero, there will be high switching activity in the sign extension bits.

4.3.2 Sign and Magnitude Representation

An alternative representation, that avoids the switching of the sign extension bits, is the
sign-magnitudeaumbering scheme. This representation has the form:

Z = (—1)b"‘(zim=‘01bi2') 2M+1<7<2"-1 )
The drawback of this numbering system is that, in order to add numbers with different
signs, it is necessary to either convert both numbers to 2s complement format and use a
conventional adder, or use a dedicated subtracter circuit. If the former option is chosen,
the extra transitions generated will reduce the benefit of switching to sign-magnitude
representation. The latter option has a penalty in area. Chandrakasan and Brodersen [2]
concluded that sign-magnitude representation is best used in designs where a large
capacitive load is being driven such as external memory buses, etc. In this case the power
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overhead of converting to and from 2s complement representation is negligible compared
to the power saving from the reduced switching activity on the bus. They also proposed a
structure for reducing switching activity in sign-magnitude accumulators, where large
numbers of accumulate operations are performed before the final value is read from the
accumulators. Two separate accumulators are used, with positive values being fed to one
accumulator and negative values being fed to another. The negative value is then sub-
tracted from the positive value every N cycles (where N is large) to obtain the total accu-
mulated result. This technique need not be restricted to sign-magnitude systems
however: a similar benefit would be obtained in 2s complement systems as it would pre-
vent the sign extension bits from switching frequently. However, it was noted that the
extra control circuitry needed for this technique can increase the overall power consump-
tion when the input signal does not exhibit rapid changes in sign. Also the extra circuitry
required may be prohibitive in area for systems with a long accumuland word length.

4.3.3 Variable Bus Width

An alternative method for reducing the switching activity due to sign-extension in 2s
complement signals was proposed by Nielsen and Sparsg[4]. The application in ques
tion, a FIR filter bank for a hearing aid, exhibited low-level input signals for long periods
of time. Power was reduced by dividing the datapath into two eight-bit segments and
only enabling the least-significant eight bits during periods of low input magnitude. This
also reduced power consumption by allowing the multiplier and adder circuitry to be par-
tially deactivated.

4.3.4 Delta Encoding

A method used for reducing the number of bits transmitted along a bus is the technique
known asdelta encodinglin this scheme, a (large) value is only transmitted once, and
then only the changes to that value are passed. This method is often used as a means of
reducing the amount of information transmitted along a communications channel with
limited bandwidth, but it does not seem particularly attractive from a low-power view-
point. At the receiving end it is necessary to perform an addition or subtraction for every
value received, and in order to perform comparisons it is necessary to add the original
value to the accumulated value.

4.3.5 N-of-M Encoding

Another method used to reduce the number of transitions on a bus is N-hot or N-of-M
encoding. In this scheme, a value is represented by a high value on N lines out of M. This
gives the possibility of encoding!/(Mm-N)!  values. This can be very efficient for small
values of M, but to represent large numbers requires M to become prohibitively large.
Circuits to perform arithmetic operations in anything other than the simplest coding
schemes such as one-hot coding become too complex, and so it would be necessary to
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convert to 2s complement form. This is also the case where the values need to be stored
in memory. The case where most benefit could be obtained from the potential reduction
in switching activity is where signals must be driven off-chip. Unfortunately, this is the
case where N-of-M encoding is least suitable due to the restricted number of pins availa-
ble.

4.3.6 Addition Considerations

The greatest challenge in addition for 2s complement and sign magnitude binary num-
bers is the fact that the value of the most significant bits of the result potentially depend
on the least significant bits of the input. The worst case delay for a simple ripple-carry
adder is proportional to the number of bits in the circuit. This performance is generally
too slow for use with digital signal processing, although the typical delay is somewhat
less than this, and so an asynchronous circuit can take advantage of completion detection
to give better average performance[37]. To provide better performance, a number of cir-
cuits have been developed to reduce the addition time. The basis for these designs is still
either calculating carry-generate and carry-propagate signals[38][39][40][41] or by con-
ditional-sum type adders where the sum is split into blocks for which results are calcu-
lated in parallel for both the cases of carry and no carry into the block[42][43]. This adds
considerably to the power consumption of the circuit. A novel carry encoding
scheme[44] has been developed within the Amulet group (and has been patented) which
gives a very high performance and makes the group adders redundant. An implementa-
tion in a 0.35 micron triple metal process gave a worst-case delay of about 1.8ns for a 32
bit adder. Its simplicity and high speed means that this style of adder would be extremely
suited to a high speed digital signal processor.

4.3.7 Residue Number Systems

Using different number representations can eliminate the problem of carry propagation.
One such class of representation esidue number systefd$]. In these systems, an
integerZ is represented by its remainder modulo a number of different bases, which are
selected so as to be relatively prime to one another. For example, the number fifteen
would be represented (using bases 3, 5 and 7) as (0,0,1) while eight would be represented
as (2,3,1). The properties of number represented in this manner are such that addition,
subtraction or multiplication can be performed simply by applying the operation to each
component and taking the result modulo the base value. For example, adding fifteen and
eight would give the result (2,3,2). The expected result, twenty-three, is indeed repre-
sented by (2,3,2).

The greatest problem with residue number systems is that it is impossible to directly
compare two numbers, or to tell whether a number is positive or negative. This also
implies that division cannot be directly be performed on numbers in residue format.
Methods for division have been developed[46], but they involve approximation and con-
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version to an intermediate mixed-radix number system. Conversion of numbers from
binary to residue representation requires division operations, which are non-trivial[47],
and conversion from residue to binary representation generally requires some kind of
ROM look-up table. These difficulties mean that residue number systems are not very
well suited to use in a general purpose digital signal processor. They do offer considera-
ble possibilities for special purpose circuits however, particularly where no zero point or
comparison is needed. One such example is in a frequency synthesis circuit which uses
one-hot coding of the residues to give a circuit which has a very low power-delay prod-
uct[48]. A residue number system was appropriate here because the basic function of the
circuit is to add a variable phase increment onto an accumulator at each phase, and then
look up the appropriate sample from a wavetable at each clock cycle. No comparisons
were necessary at any point in the algorithm.

4.3.8 Redundant Signed-Digit Representation

An alternative class of number systems that can eliminate long carry chains and which
also do not require sign-extension bits are redundant signed digit representations as pro-
posed by Avizienis[57]. Redundant number systems are defined by the following equa-
tion:

N
Z=3yzr  —r+lszsr-1
=0 W)

The restrictions on the values forare based on the requirement that there be a uniquely

defined zero value. For radices greater than two, it is possible to add two numbers
together so that the output from a given pair of digits is dependent only on their values
and the value of a transfer digit from the next lower order digit. Other redundant number
systems such as carry-save or borrow-save can be shown to be special cases of this type
of number system[57]. Another attractive aspect of signed-digit representations is that,
due to the different possible representations of any value, it is possible to choose the rep-
resentation with the minimum Hamming weight[57] (i.e. the representation with the
greatest number of zero digits).

In order to reduce the amount of redundancy, it is common to nsedified signed-digit
representation which is of radix two and where each digit is taken from the set of values
(-1,0,1). This allows more compact encoding, at the expense of an increase in the possi-
ble carry propagation under addition to two places. This numbering system can be
encoded onto two wires, with one wire indicating a positive and the other a negative
value, which means that a number can be negated simply by reversing the wires. The
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sign of a number is slightly more difficult to determine than for a 2s complement or sign-
magnitude representation, as it is necessary to examine all of the digits and find out the
sign of the most significant place. An example of the addition:

(10-11)+(0-101)=7+(-3)=4

is demonstrated in Figure 15.

10 00 00 11
0|0 0|-1 -1/ 0 0|0
R 1l

1 0 0 1 0

ol gl oy el

Figure 15: Addition in Modified Signed-Digit Representation

Conversion from sign-magnitude representation to this modified signed-digit representa-
tion is trivial: either the positive or negative lines are set the same as the input binary
number. For 2s complement, it is necessary to set the most significant bit negative, and
then set the remaining bits positive. For example, -7 is represented in 4-bit binary as
1001 which would become 1-0 0 1) inmodified signed-digit form. Conversion back
from the modified signed-digit representation requires that the value on the negative lines
be subtracted from the positive lines.

4.3.9 Multiplication Strategies

Multiplication can be thought of as a succession of shifts and additions, and it is common
to use redundant number representations in order to avoid carries and reduce the number
of operations required. Booth encoding[49] reduces by half the number of partial prod-
ucts that must be summed, by representing the multiplier as a radix-4 signed digit
number as follows:

1 n-2 n/2 o n/2 "
Z=-2""ay+y 28, = Y 2 (ay_ytay—2ay.1) = Y 27k (8)
i=0 i=0 i=0

wherek is taken from the set of values (-2, -1, 0, 1, 2). The coefficients for the partial

products are made by shifting and/or inverting the multiplicand as required. To avoid
carry propagation, it is common to use a redundant representation when summing the
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partial products. Wallace[50] proposed the use of full adders to reduce three rows of par-
tial products into two outputs at each stage. A full adder can be thought of as a circuit
which counts the number of high inputs and outputs the number in binary on the carry
and sum outputs. A tree of full adders will give a 3:2 compression of partial products at
each stage. The final partial sum and partial carry must then be resolved by a standard
adder. A typical structure is shown in Figure 16.

il

> Output

Partial Products

Figure 16: 8-bit Wallace Tree Multiplier Structure

Due to the increasing significance of interconnection delays in sub-micron VLSI tech-
nologies, it has been suggested that higher order compressors such as 4:2, 6:2, 9:2 or
27:5 compressors are preferred, as they allow a more regular layout[51], and reduce
switching activity when compared to a Wallace tree made of full adders[51]. A 4:2 com-
pression tree is shown in Figure 17.

___Output

Partial Products

Figure 17: 8-bit 4:2 Compressor Tree Multiplier Structure

Analysis and simulation of a number of different multiplier architectures[52] found that
glitches and wire delays mean that simple fast architectures such as Wallace tree or 4:2
compressor array multipliers are often lower power than slower architectures such as a
linear array. In addition, there is a potential race condition between the multiplier and
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multiplicand in Booth encoding which can cause increased power consumption through
glitching. Fried has proposed a Booth encoding scheme[54] which is race-free, at the
expense of larger area for the partial product generators. Another undesirable aspect of
Booth coding is the need to sign-extend the negative partial products, which increases
both the switching activity and the number of compressors required to sum the partial
products. This effect can be greatly reduced by using a modified sign-generate algo-
rithm[44][51][53] which adds an adjustment value to generate the negative partial prod-
uct.

An alternative structure for the compression tree is to use modified redundant signed-
digit encoding[54][55]. Signed-digit 4:2 adders are used at each stage, which allows an
efficient binary tree structure to be used, and also reduces the number of transitions
required in generating the partial products using Booth’s algorithm. To generate negative
values for the partial products, the multiplicand is simply routed onto the negative input
of the signed-digit adders, rather than requiring inversion or the use of the modified sign-
generation algorithm. Where a 2s complement or sign-magnitude result is required, it is
necessary to use a subtracter as the final stage of the multiplier. This type of structure is
therefore particularly well suited to a system that uses sign-magnitude representation
throughout. A 2s-complement representation would require that negative inputs be
inverted and that the negative output be inverted before being sent to an adder circuit. A
sign-magnitude system necessarily has circuitry for performing subtraction.

4.4 Investigation

In order to investigate the effects of different number representations, a simulated 64 tap
FIR low pass filter operation was performed on a 5.4 second excerpt of sampled speech
(“Oh no, not cheese... can't stand the stuff. Not even Wensleyddle@ model used for
simulation was based on the data ALU of the Motorola DSP56000 series, as shown in
Figure 18. Transitions at each bit position, and total transitions, were measured for both
of the multiplier inputs, the multiplier output, and the accumulator output. The number
systems used were 2s complement, sign-magnitude and modified signed-digit represen-
tation. The speech data and the FIR filter coefficients both had a precision of 16 bits in 2s
complement representation. The adding scheme used in the modified signed-digit model
was based on that used by Takagi et al.[55].

Position 2s Complement  Sign-Magnitude Modified Signed-digit
Data input 7.5 5.8 6.4

Coefficient input 8.3 5.7 6.5

Multiplier output 20.7 10.9 155

Accumulator output  14.8 115 17.0

TABLE 2. Average Numbers of Transitions per Operation
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Coefficient Data

—
24 bits (2's complement / S-M)
*
I =
56 bits (2's complement / S-M)

Figure 18: Multiply-Accumulate Unit Model

The overall results for each bus in the circuit are shown in Table 2. Both inputs are pre-
sented simultaneously to the multiplier, so no spurious transitions are included. It can be
seen that, at the multiplier inputs, 2s complement representation has more activity than
either sign-magnitude or signed-digit representations. The reason for this can be seen
clearly in Figure 19 and Figure 20 which show the transition probability per bit at the
data and coefficient inputs (bit 1 is least significant and bit 24 is most significant).

0.7

0.6 1
_____________ _ —2's complement

""" Sign-magnitude

05 1 - - - Signed-digit

0.4 1

0.3 1

Switching probability

0.2 7

0.1 7

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Bit position

Figure 19: Bit Transition Probabilities for Data Input
The effects of transitions on the sign extension bits for 2s complement causes a noticea-

ble increase in switching activity from around bit 7-9, and from bits 16-23 there are large
numbers of redundant transitions as the data is only 16 bits wide. Signed-digit represen-
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Figure 20: Bit Transition Probabilities for Coefficient Input

tation also has the advantage that there is no sign extension. However, for the bits that are
occupied by data, there is a slight increase in switching activity. This is due to the fact
that each bit is represented by twice as many bits as sign-magnitude or 2s complement.

Switching transitions at the multiplier output are shown in Figure 21. The extra differ-
ence between the 2s complement and signed magnitude representations are explained by
the fact that there is a greater string of redundant sign-extension bits at the multiplier out-
put. The increase in switching activity for the redundant signed-digit representation over
the 2s complement and sign-magnitude representations is even greater in this case. This
is because the multiplier output contains ones in both the positive and negative positions
of the signed-digit word, while the input only has ones in either the positive or the nega-
tive position depending on the sign of the input.

Table 2 shows that there is a significant reduction in the difference in switching activity
between the 2s complement and sign-magnitude representations at the accumulator out-
put. The reason for this can be seen in Figure 22. The probability of transitions in the
sign extension bits is reduced by approximately half, due to the smoothing effect of the
accumulator.

4.5 Conclusions

The overall conclusion that can be drawn from these results is that sign-magnitude repre-
sentation does offer significantly lower switching activity than 2s complement represen-
tation for data with these characteristics. There were no long periods of silence in the
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Figure 21: Bit Transition Probabilities for Multiplier Output
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Figure 22: Bit Transition Probabilities for Accumulator Output

input data sample: if there were, the difference would have been even greater due to the
large amount of switching activity generated in the sign-extension bits for 2s comple-
ment representation. However, no account was taken in the results of the necessity to per-
form subtraction operations when adding two signed-digit numbers with different signs.

If the signed digit numbers are converted back to 2s complement in order to do this, then
the only benefit from using the sign-magnitude scheme will be that gained from reduced
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switching activity on buses. The alternative to this is to include a dedicated subtracter,
which is likely to be unacceptable due to area constraints. More detailed testing needs to
be performed which takes into account the internal transitions required to perform the
operations.

Modified signed-digit representation gives a net increase in switching activity when
compared with 2s complement in this case, due to the introduced redundancy causing
increased switching activity. When coupled with either the increased storage requirement
or the need to convert to a non-redundant system by using a subtracter, this does not
appear to be a good choice for an overall number system. Its main use would be as a
number representation internal to the multiplier in a signed-digit system, where a sub-
tracter is available at the output of the multiplier in order to convert to non-redundant
form.
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5 Conclusions

We believe that an asynchronous design offers significant advantages over a synchronous
one in an area where the load is variable. This arises because of an asynchronous circuit’s
ability to adapt easily to its workload, but it is necessary to use careful design to ensure
that there is not excess activity in the device when workload is low.

Significant advantage can also be brought by the ability of an asynchronous circuit to
implicitly exhibit very fine grain power management, and its ability to switch from zero
power to maximum throughput on demand, which allows the detection of a variety of
conditions where no useful work is being done by the chip.

Our experiences of designing large asynchronous processors cause us to believe that
micropipelines and bundled data offer the most practical engineering solution to the
guestion of which asynchronous style to use when large general purpose systems are to
be designedlangramandBalsaoffer a very useful and usable way to design asynchro-
nous circuits but are currently less able to deal with datapath-based designs.

Applying asynchronous micropipeline techniques to DSP applications, especially in an
operating environment such as that of mobile communication, should reveal similar ben-
efits to those observed in microprocessor designs.

One important difference between microprocessor and DSP designs is the aspect of
number representation. In a DSP device there may be some significant power advantage
in opting for a sign and magnitude number system in the datapath rather than conven-
tional 2s complement, even with variable bus widths. All of the other number schemes
investigated prove to be inferior from a power perspective.

Our investigations are currently being extended to cover a more extensive DSP architec-
ture than the multiply-accumulate system investigated thus far in order to establish
whether the advantages so far observed are applicable across more general DSP struc-
tures.
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