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Abstract. A Token-Managed Admission Control (TMAC) mechanism isdatinced in order to pro-
vide efficient Quality-of-Service (QoS) support for diféat types of application on a best-effort
Globally-Asynchronous Locally-Synchronous (GALS) iennect fabric. The mechanism is ap-
plied at the ingress edges of the fabric using tokens to @odynamic network resources and
prevent network congestion. The degree of fairness is cliable, in order to balance the desired
throughput and data transfer resource allocation apgatglyifor a particular application. The sim-
ulation and analysis presented here shows efficient QoSgwav Our detailed implementation and
analysis show that TMAC provides service guarantees ondtveank while using a modest physical
area because of the simplicity of the control logic.
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1. Introduction

A typical System-on-Chip (SoC) design requires a wide Waré functional blocks and 1/O interfaces.
However, it is difficult to manage the growing numbers of drpcblocks using globally clocked in-
terconnect. The Globally-Asynchronous Locally-Synclmas (GALS) [15] methodology provides a
solution. It keeps the efficiency in gate count of a synchusninplementation at the local level while
removing the need for global timing convergence for the SdC.

Currently proposed GALS techniques are attractive butiargeneral, best-effort interconnects, and
are not designed to meet application performance requiresreg all times. Quality-of-Service (QoS)
is a form of quality assurance to tackle this problem. In thetext of GALS interconnect, QoS is a
communication service that makes guarantees regardirgptrea with which data will be transmitted to
the target [10]. However, best effort interconnects aréalyl to meet QoS policy objectives in terms of
bandwidth and latency guarantees without additional nress30].

In this paper, we introduce a token-managed admission @ofitMAC) mechanism to satisfy the
communication demands of the applications in the SpiNNakstem. We study the performance of
centralised admission control through the use of tokensgusur proposed algorithm. We investigate
the latency and area cost of the QoS scheme. The appligatfilibe low-cost QoS support mechanism
presented here is not limited to the SpiNNaker chip, andwligk suggest guidelines for designers of
industry-relevant multiprocessor Systems-on-Chip (MB§o due to the independence of the TMAC
mechanism from other network components.

1.1. Assumptions and Definitions

We make a number of assumptions in this work. Firstly, readsactions dominate system performance
in typical applications (they are three times more frequlean write transactions in our neural modeling
algorithms). Thus, the design has been driven by read ttiosa and the experimental results presented
in this paper involve only read transactions. Secondlykgiloss is not meaningful in the context of our
GALS interconnect, given that the handshake mechanisrmagteses that no packets are lost. Thirdly,
we assume that the network that we model is heavily-loaded.

The technical terms used in this paper are defined as followed

e bandwidth allocatiorrefers to the proportion of time that a transmission chaisated by each
of the different on-chip clients over a long period of time.

e bandwidth guaranteé a service class that guarantees a minimum bandwidthagibocto a par-
ticular client.

e active initiatoris a client that is initiating a communication transactiorsénd a request to a target.

e inactive initiator is a client that can initiate a communication transactiosdnd a request to a
target, but currently is not sending any such request.

¢ outstanding commanfers to the capacity of the network interface to allow twonore pending
commands to be issued by a client before the data from thefinsmand are returned.

e tokensrepresent resource availability in the network. The adimissontrol mechanism schedules
initiators through the issue of tokens.



S.Yang et al./ A Token-Managed Admission Control Syste@d8rProvision on a Best-Effort GALS Interconnect 3

The rest of the paper is organised as follows: sections 2 gdvdde background for the work by
looking at types of service guarantee and best-effort GAlt&tonnect. They are followed by a general
description of TMAC in section 4 and its implementation detan section 5. Sections 6 and 7 present
the simulation results and section 8 concludes the paper.

2. GALS Interconnect

2.1. The SpiNNaker Chip

Communications NoC

Packet CPUO CPUn
Router DMA O 0000 DMA
AHB AXI AXI

Command -~ Response .
Link C” Link )
imed interconnect
\\

System NoC

AHB AXI

system components SDRAM

— Command link - -+ Response link

Figure 1. SpiNNaker chip interconnect

The SpiNNaker chip (Fig. 1) is designed to support genengbgse programmable neural device
models. It forms a massively-parallel computing systemgiship multiprocessor (CMP) technology,
where each chip contains 20 ARM968 processing hodes witthgmand off-chip resources [28]. Each
processor functions as an independent functional unit. @rlee processing cores is dynamically se-
lected to act as a monitor processing node to run a microkésnehip management. Each processing
node has a dedicated local tightly-coupled memory (TCM)¢ctvicontains neural state information. At
run time, each processing node might implement 1000 newacis with 1000 synapses. Each synapse
requires 2-4 bytes to store its weight and other informati@nich means that each core needs at least
10 words (4Mbytes) of storage which is not feasible using looaimory alone. Therefore, a large,
concurrently-accessed global memory is required for l@mgy synaptic weight storage [20].

The global memory is an off-chip mobile DDR SDRAM with 128Mbycapacity. A GALS infras-
tructure is used to connect the processors to the off-chipamgand other system components, as shown
in Fig. 1. The processors connect via an AXI interface [2h® on-chip interconnect that supports con-
current multiprocessor access. Concurrent request suepsures that SDRAM accesses maintain the
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parallel processing model rather than imposing a sequédlmia A second on-chip interconnect fabric
is in charge of communication between processing nodes antlden described elsewhere [27].

2.2. Best-Effort Interconnect

The SpiNNaker interconnect, implemented using the comialgr@available CHAINworks tool suite [32,
19], is a best-effort interconnect. The interconnect islengented in aself-timedfashion, based on a
handshake mechanism without requiring a clock signal atigowt relying on the notion of time [28].
The interconnect incorporates two dedicated communicditics: the command link is used by the
initiator devices (e.g. the processors and DMA contro)l¢osinitiate a communication transaction to
send requests to the targets; the response link is used bgrgets, such as the SDRAM controller, to
respond to transaction requests [7]. For a heavily-loadbdd, in steady state, a sequence of burst-read
requests to the same target may create congestion in thilifilotlosest to the target. Ultimately all
links may congest, since the asynchronous arbiters, whetha basic interconnect component, transfer
back-pressure to all incoming links. Consequently, thei¢ainay rapidly become saturated.

25% arbiter1 Hot link
. ags () AR otlin
initiator0 D ””” o T . Sub-link1 arbiter2 taraet
initiator1 [I-22% | |77 50% ‘ <jg
50% Sub-link2 shared
initiator2 S memory
fabric
—— Command links Response links

Figure 2. Low-complexity interconnect example

Not only may the fabric saturate, but it is also possible thatinterconnect will become unfair. This
is because the binary-tree arbitration based on mutualigxel has a side-effect. An example of this
phenomenon, from a simulated experiment, is illustratdelgn2. Here the interconnect has three inputs,
initiatorQ, initiatorl andinitiator2, and one outputargetl Initiators are devices on the interconnect that
generate traffic, such as processors; targets are the dehiaterespond to requests from initiators, such
as the SDRAM controller. If a number of requests fraritiator0, initiatorl, andinitiator2 arrive at
the same time, they will not be served equally because of dh@petition in the “hot” link. Because
asynchronous arbiters grant both requests alternatdditer2 grants 50% of its bandwidth allocation to
sub-linkland the other 50% tsub-link2 as shown in Fig 2. When the “hot” link is saturated, the syste
favours requests frormitiator2 more than those frornitiatorO andinitiatorl. Provided thatrbiterl
works in a “fair’ way, then the bandwidth allocation itgtiatorO andinitiatorl is 50% of that allocated
to initiator2, which implies a natural imbalance of the system towanitgator2. The problem affects
the real-time requirements in the SpiNNaker system, as Weliscuss in section 2.3.

This bandwidth allocation example is illustrated in Figli3this experiment, 800 read transactions
are requested by each initiator. Whikgtiator2 achieves a bandwidth up to 322MB/s, the other two
initiators achieve only around half this data rate. Note tha bandwidth allocation varies with the
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Figure 3. Results of the 3-initiator-to-1-target exampithva 4-command and an 8-command target FIFO

size of the buffer in the target. If the target has an 8-condn@hO, the system delivers a mildly
asymmetric bandwidth allocation. This is because the t&tfO increases the capacity of the fabric to
absorb commands and thereby reduces congestion in the qahfataric. As the network capacity is
increased, the competition in the arbitration tree betwsitiators is reduced. Making the target buffer
large enough can solve the fairness problem altogethein puactice large buffers can be too expensive.

2.3. Requirement for QoS Provision

In a typical SoC, the basic requirement of QoS service is talile to meet end-to-end performance
bounds as required by the application. However, the comeation demands of different on-chip func-
tions show large variations since the applications varatlye For instance, in the SpiNNaker system
the bandwidth requirements of the application processdesi@nd the monitor processor node differ
greatly.

Typically, the SpiNNaker system has two different QoS regmients in terms of read transactions. In
setup mode, the monitor processor runs complex algoritbmpdate management information. In this
case, the monitor processor is expected to use more thasusshare of the bandwidth. In normal appli-
cation execution mode, applications are expected to sSHARAM peak bandwidth fairly. In the SpiN-
Naker platform, a 200 MIPS integer embedded ARM9 processabie to model 1,000 neurons, each
with 1,000 inputs firing on average at 10Hz. The minimum psso®y throughput requires 32Mbyte/s
(with a 32-byte burst size). Theoretically, the 50Mbyte/srage memory bandwidth share (1Gbyte/s
SDRAM peak bandwidth shared between 20 processing nodssifisient for neuron modelling. How-
ever, the binary-tree interconnect comes with a fairnesblem. In the worst case, one of the initiators
would only get one third of its nominal bandwidth allocatievhich is%gtes/s ~ 16 Mbytes/s. The
bandwidth allocation will show variations between proceswdes, which is not acceptable in real-time
applications. For an SoC designed for real-time applicatidhe fairness problem is fundamental and

must be solved.
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Bandwidth guarantees can be classified into hard and soficeeguarantees. Hard service guar-
antees ensure that the communication requirements arg<salwat, and are required only by critical
real-time applications. Soft service guarantees are test ®s soft requirements can be established in
terms of a desired delay bound and a maximum percentage létsaarriving later than a given thresh-
old. Most of the proposed QoS support schemes are hard sgquarantees and incur large area costs.
However, for SpiNNaker, it is not worth paying so high a priéesoft service guarantee is adequate.

3. Related Work

Well-known QoS support schemes for on-chip interconnextbased on resource scheduling and reser-
vation. For example, a scheme with prioritised reservatibspecific links uses dedicated buffers in
the network switches to store priority classification imf@tion. Unfortunately, these buffers incur a
large area penalty [17]. Alternative schemes use resoesmvation by allocating virtual channels. The
Mango project [11] uses asynchronous latency guarante&}Akcheduling on virtual channels to pro-
vide hard QoS guarantees. However, this results in a casiyeimentation. Capacity that is reserved
but not used by one client is unavailable to other clients.

The mechanism of admission control for QoS support has bd#messed previously [24, 26, 4, 17],
where the modules are evaluated by high-level simulationgu9PNET. Even though OPNET is a
convenient tool for hierarchical network modelling, the@acy of the results from high-level simulation
is not very convincing in practice because the softwaremgsdorms tasks in parallel, as does hardware.
Nollet et al describe another more complex admission control mechanés®ad on a send window [26,
4]. The send window mechanism is effective in behaviouralgtion, but it is an expensive design due
to the large number of registers for real-time window siZée value of such theoretical work is usually
not proved until some practical applications can be run ahlrardware.

For practical chip design, the 2-way arbiter is a highlyesdfiit asynchronous component and can
easily be adapted into a system. However interconnect baisdle standard arbiter does not guar-
antee balanced service at all times. Priority arbiters lzds® been developed for asynchronous inter-
connect [14, 18]. However, the structure of priority artstdepends on the system topology, and the
priorities are fixed, so it is not feasible to use them in lesgale system.

Previous means for guaranteed service provision for opiakerconnect were developed principally
to offer bounded service guarantees. It is not possibledptatiese techniques for use on the SpiNNaker
chip due to their significant area requirements. The adomssontrol design for the SpiNNaker chip
requires new architectural considerations in order toeaghgood performance characteristics with low
area overhead.

4. Token-Managed Admission Control (TMAC)

TMAC works as a central scheduler in a concurrent systemigliray a cost-effective QoS provision for
complex system-on-chip design.

Fig. 4 illustrates the conceptual view of TMAC. Each inibtiahas an individual interface to TMAC,
which is in charge of schedulingkensfor service guarantee. fokenrepresents a pending command.
The total number ofokensis based on the network capacity. In setup mode, TMAC takgsoresibility
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Figure 4. Conceptual view of the QoS system

for deciding which initiator has priority access tokens In normal execution mode, the admission
control mechanism assigtskensfairly by using an round-robin algorithm.

TMAC implements an asynchronous handshaking mechanismefifition of each signal is given
in table 1.

Table 1. TMAC signals

Signal Function

request initiator token request
grant token grant to the initiator
return the initiator ends a transaction

There are two basitokentransactions, which are controlled by the TMAC:

e tokenassignment: when an initiator requests access to the fahdcadmission control mecha-
nism grants the request if there @aokensavailable. Then the initiator can send a communication

transaction to the fabric. Otherwise, the initiator sholuddd the request until sokenbecomes
available.

e tokenreturn: once the initiator completes the transaction, tiirres thetokento the admission
controller.

4.1. Token-based Bandwidth Guarantee

The bandwidth guarantee is associated with possessioredblten Bandwidth guarantees for QoS
traffic (traffic initiated by a high-demand initiator such th® monitor processor) are provided by the
token sharing. The QoS traffic is privileged to have priodter best-effort traffic for access to a num-
ber of allocatedokens Concurrently, best-effort traffic (traffic that has no ctideadline) still has the
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opportunity to access the fabric without experiencing kedeaffic congestion by sharing fraekensin
a round-robin way.

TMAC provides QoS by controlling the priority edékenassignment, but the possibility of bandwidth
reservation depends on how maokensare reserved for each initiator. For example, if there arali@lv
tokensin a five-initiator to one target system, the initiator thashhe QoS requirement will get a 1/3
bandwidth guarantee as a result of the priority granting tdlken the other initiators will share the
remaining 2/3 bandwidth. If the fabric can accommodate n@nesactions without heavy congestion,
TMAC can be configured with one moteken In that case, it will give a lower bandwidth guarantee
than in the previous case, because the priority initiatonld/@nly own 1/4 of the bandwidth allocation.
Another scenario is that an initiator can be allowed to semdit8tanding commands, being granted 2
tokensin a 3tokensystem. In this case, the initiator will theoretically ge2/8 bandwidth allocation.
In a real design, the flexibility of bandwidth allocationaalls the designer to manage the percentage of
bandwidth by allocating different numberstokens

It is clear that this mechanism is valid for soft QoS guarestelf the QoS traffic does not use its
allocated bandwidth fully, any unused capacity can be ugdukbt-effort traffic. In our case, we assume
the QoS traffic is heavily loaded in the setup phase in the Spkér system so it will use whatever
bandwidth is allocated to it.

4.1.1. Principle of Operation for Bandwidth Guarantee

. |1DUUUDI |2DDDDDI |3DDDDD| |4DDUUUI |SUDDDDI
ﬁ\l 1 1 1 1 1 1 11 1 1 1 1 1 1 11 1 1 1 11 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 11 1 1
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Figure 5. Admission control read transaction timing diagfar soft bandwidth guarantee

The timing diagram of an admission control read operatibow in Fig. 5, illustrates both the token
assignment and the token return behaviour. The area ldb&lie Fig. 5 shows a successful transaction
by initiator init0: therequestsignal is set when the initiator issues a request. If thezdraetokens the
grant signal goes high, theequestsignal is reset accordingly and the read transaction (ar-borst)
takes place. The completion of the read transaction isateétbyreturn going high and thegrant goes
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down. The Fig. 5 also illustrates what can happen when tokengot available. The area labelled B in
Fig. 5 shows that, althoughitl_requesthas been driven high to requedbiien initiator initl must wait

for an availableoken When there is a free token, the request is granted. The alpefidd C in Fig. 5
shows admission control can grant available tokens in desitigck cycle. Additionally, back-to-back
requests by the same initiator are allowed, i.e., an ioitiaan return a token and request a new one in
the same clock cycle.

4.2. Token-based Fair-sharing Bandwidth Allocation

In this section we provide a brief description of the faisiafgorithm. As we discussed in section 2.2,
the natural preference of an imbalanced arbitration treecease certain processing nodes to lose their
turns and, in some cases, this can significantly affect tineefss of the bandwidth allocation. TMAC
allocates general accessing turns among the processieg,ratd imposes the desired degree of fairness
of access to the memory resources by adjusting request rates
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Figure 6. Abstract flow of admission control for fair bandthicllocation

An illustrative model is shown in Fig. 6. The scenario has tvacand 2 inactive initiators and is
based on a 5-initiator-to-1-target fabric. Assuming eadffaitor in the system only issues 4 outstanding
commands, the typical behaviour pattern is shown in Fig). @@mory 1. InitiatorO {nit0) issues com-
mands labelled\; initiatorl (initl) issues commands labell&land initiator4 {(nit4) issues commands
labelledC. At time m, the commands in the systems are as shown in Fig. 6(a). Inrgt@ftommands,
the number of requests from initiator4 that have been aiziébrare double the number from initiator0
and initiatorl. This is a direct result of the binary treei@abon structure. Under continuous requests
from both sides, asynchronous arbiters will alternater thgints, so the requests from each initiator will
not be served equally. Consider the case when atkinttee hot link is saturated. Even though will
not be issued because of the limitation on outstanding camdm&™® always arrives beforel® and B>
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due to the impact of back-pressure on the feed-back linkallyithe unfairness problem emerges. It
is clear that if link saturation happens at time where initiatorQ, initiatorl and initiator4 have equal
bandwidth allocations, the system will be fair. Howeveis imposes the condition that the link capacity
is 12tokens

The conflict between high demands and limited network cép&can inherent byproduct of a high-
performance system. The competition for a common resosresolved by a round-robin algorithm in
TMAC. Based on knowledge of network capacity, TMAC resemyesdefault value for each processing
node. If there is competition, TMAC grantiskensusing a round-robin algorithm. For instance, the ideal
memory sequencing is shown in Fig. 6(a) mem@&yWhether or not the “hot” link is saturated, at time
k initiatorO, initiatorl, and initiator4 have always takdrme tsame number of tokens.

4.2.1. Principle of Operation for Fair Bandwidth Allocation

A screen shot showing a simulation of 3 initiators withtb&ensis shown in Fig. 7. Each initiator has
the capability of dealing with 8 outstanding commands, sadtal number of outstanding commands in
the system are 24. We assume the fabric capacity can beeaprddy 18okens The read transactions
requested fronmitiatorO, initiatorl, andinitiator4 are shown in Fig. 6(b). The initiators are all greedy,
and the bandwidth is allocated using the round-robin sdiveglalgorithm. Oncaokensbecome unavail-
able, the admission control moves to its round-robin stgtecbording the last grant position. In this
case, each initiator hastbkens After 5 tokenshave been used, a new request will await authorisation
from TMAC, as shown in Fig. 7 at label A. After the pending saations are completed, the admission
control collectsokens which are available for other requests, as shown in Fig|abat B.
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Figure 7. Admission control read transaction timing diagfar fair bandwidth
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Figure 8. Admission controller organisation

5. TMAC Design Issues

5.1. Design Challenge

In the design of a QoS system there is a trade-off betweencaszhead and performance. The design
challenges here are to minimise the impacts of area and twerd@ad. There are two design issues we
will address.

The first design challenge is how best to implement tokergassént. With regard to the latency
overhead of TMAC, we tried to make TMAC more efficient by usegarallel token assignment de-
sign. After evaluating the completed design, we realisatishpporting parallel assignment is not cost-
effective. If there is a one cycle overhead for assigningtoken, the performance of the QoS support
decreases very little by assigning a single token on evexkatycle. Furthermore, time-critical applica-
tions normally have predictable performance demands.divgihigh levels of congestion on the fabric
is more crucial than slight latency overheads in TMAC.

The second design challenge is the implementation of thedroabin algorithm. The implementation
is not difficult, however the trade-off between area and touosts is a challenge. Although parallel
hardware design reduces the time cost for an initiator mgifor a token, it requires a look-up table.
Since the look-up table has the requests from all input dortaing the index into the table and the
contents of the table forming the output grants, it is irei¢ that the area required for the look-up
table grows exponentially with system scale. Consequewityimplement the round robin algorithm
sequentially. The round robin information is kept by theistagy which schedules the access to shared-
memory.

5.2. Cost Analysis

Following the design principles we addressed earlier, thaission control was implemented as RTL
code. The current design implements the QoS bandwidth gtegascheme and the fair bandwidth
allocation scheme separately.

Fig. 8(a) shows the block diagram of the TMAC with QoS bandlwiguarantee. The diagram con-
siders a scenario with five initiators. The priority encoteprogrammable to choose any initiator to
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have privileged bandwidth allocation. It implements tworegnon schemes: round robin and priority
arbitration. For QoS traffic, the priority initiator is séred by a priority scheme, so the prime initiator
can claim as many tokens as it requires. Other requests fietnafic are granted in round-robin order.
In Fig. 8(a), the token counter holds the number of free tekénly if there is a token available can a
request be granted; otherwise the request will be deniglbtiiate is a free token.
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Figure 9. Round-robin block diagram

The round-robin arbiter and the selecting process ardriitexd in Fig. 9. The round-robin function
is realised by rotating a one-hot pattern in a shift registershown in Fig. 9. The shift register length
equals the number of initiators; Fig. 9 shows a 4-bit shifégister. When aack signal is received this
indicates that a request has been successfully granteddelagedack signal enables the shift register
whose content is then rotated by one bit position. The bitithtnen asserted enables its respective logic
unit (Logic 0, 1, 2 or 3). If, for example, shift register caints 4'b0100, indicating that initiator2 has
priority, this leads enables Logic 2 in Fig. 9. The logic grare combinational logic implementing the
logic function tabulated in Fig. 9. The input priority is irestending order from top to bottom in the
figure. Each logic block has a different order of inputs, soghority of the request signals is controlled
by the choice of active logic block.

For the QoS bandwidth guarantee function, it is interestingote the influence on the TMAC size
of the number of initiators. We have run several experimestag CHAIN GALS interconnect with
multiple initiators and one target. The system has beerysedlusing a UMC 130nm process. The
TMAC implementation runs at 100 MHz and the initiators alsp at 100 MHz. The target (an SDRAM
controller model) runs at 166 MHz, which is a standard SDRAbtk frequency supported by the
ARM PL340 [3]. We use a standard synthesiser tool estimateatba from the RTL netlist of TMAC.
The results of the reported area are given in Table 2, wher&rdt column is the number of initiators
connected to the one target. The second column shows the Tédi6ize. The results of the gate count
presented in the third column of Table 2 are based on the aitsaaf 2-input-NAND gate (NAND2X1)
of this process technology. We note down the cell size froensynthesiser report and divide it by the
NAND cell area. Clearly, the TMAC cell size increases slowiyh the number of initiators.
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Table 2. Area estimation of TMAC with QoS provision vs numbéinitiators

Number of initiators | TMAC area Estimated gate count
(mmn?) (Kgates)
5 0.029 6.43
10 0.032 7.10
15 0.035 7.77
20 0.043 9.54

In terms of fairness provision, two components contribotéhe area cost of the admission-control:
the round robin arbiter and the token counter. For fairneesigion, the admission control functions
simply as a round-robin table with a request register, wkareach initiator one bit indicates whether
or not a request has been granted. A block diagram of the agimisontrol is shown in Fig. 8(b). The
controller is organised into three functional stages. Tist $tage checks the round-robin state to ensure
that the current request should be granted. A valid requékb&passed to the second stage, which
consists of a controller to identify whether there are frdeens for that initiator. The token counter is
pre-configured to be remain a threshold. The register caunpdated by the return signal so that it
collects used tokens. The third stage maintains a recotuedftate of the grants.

To look more closely at the trade-off between area and Igteme look just at the register holding
the round robin information. The results are given in TahlevBere the first column is the number of
initiators connected to the one target. As with the gate tofithe TMAC with QoS provision, the third
column of the table is calculated as the cell area dividechbyarea of NAND2X1. When the number
of on-chip components is scaled up, the admission contimialN parallel initiator connections which
results in a register dbg, (V) bits, giving rise to an Qfg,(/V)) area cost.

Table 3. Area estimation of TMAC with fairness provision wamber of initiators

Number of initiators | TMAC arera  Estimated gate count
(mm?) (Kgates)
5 0.012 2.66
10 0.014 3.10
15 0.018 3.99
20 0.020 4.43

5.3. Scalability Issues

Though the centralised admission control may not followdtedability fashion in the Network-on-Chip
domain [33], TMAC is a scalable scheme for QoS provision. Jimeent design can easily be adapted to
operate on complex systems (e.g. 20 processing nodes op)a this only requires enough interfaces
and the initialization of the priority state according te QoS demands of the initiators.

Unfortunately, the mechanism has potential scalabiligbfgms due to the latency of access to the
centralised admission control. The latency for token ass&nt increases as the system scales up. How-
ever, for mid-scale systems, the TMAC mechanism providegfits and improvements over other QoS
mechanisms, both in area and performance.
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6. TMAC Bandwidth Guarantee Support in Action: an Example

The TMAC mechanism is triggered when an initiator issuesgai@st. We consider QoS support on a
GALS system and evaluate the performance during peak ttaffets with uniform distribution.

6.1. QoS Criteria

Soft guarantees can be quantified in terms of performanaamsers such as bandwidth, latency and
loss probability. There are three types of bound for sofrgutee support: bandwidth bounds for spe-

cific links, latency bounds for worst-case traffic patteansy loss bounds for reliable transmission[35].

The loss bound is not meaningful in the context of our GAL®fiobnnect, given that the handshake

mechanism introduced earlier guarantees that no trangacéire lost. For these reasons, we focus on
soft bandwidth and latency guarantees to provide adequafes@pport in the SpiNNaker chip.

In the following analysis, we use “bandwidth utilisatiord tefer to the percentage link utilisation
over a specified simulation time. However, the SpiNNakep @mploys an array of 20 ARM968 pro-
cessing nodes accessing a single off-chip SDRAM, thus thiéadle bandwidth is determined by the
SDRAM target interface[21, 28, 29]. Therefore the bandhidtilisation, here, is the total percentage
utilisation of the available target bandwidth.

We also use “mean end-to-end latency”, which accounts ftardint cases of uniform traffic. There
are two possible waiting times within the latency in additim the GALS fabric delay: the first is
waiting for a token to become available, because there dye3aiwkens for 5 initiators, and the second
is the response time of the target device. Section 6.3 edtdmion the experimental analysis of read
transactions.

6.2. Evaluation Platform

There are currently no public simulation tools availabléhédp SoC designers generate extensive and
varied regular traffic patterns and application-orientedfic. Most current performance evaluation on
GALS-based interconnect is based on packet generation droinfinite source queue. This method
includes the input timing of each packet when it is generatédch is inaccurate. Instead, we use a
synthetic traffic pattern. These traffic profiles will be builanually using a fixed burst mode (e.g. a
4-word burst or an 8-word burst).

To exemplify the efficiency of QoS support in a GALS interceary we use an “all-to-one” uniform
traffic pattern. The memory in the SpiNNaker chip is curngmth off-chip SDRAM with 128MB ca-
pacity [20]. It is easy to expand available global memory bing a larger memory device. However,
the competition among initiators for SDRAM utilisation Wilot be relieved. This case study of an
“all-to-one” example is a useful indicator of the likely femmance on a real scenario.

The experimental case has five initiator devices using thepkdtocol connected to one target device
also using the AXI protocol (e.g. an SDRAM controller) .

The following evaluation model is used:

e the 5-to-1 GALS interconnect netlist generated by CHAINkgdi32]

o five Verilog models of AXl initiator devices
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Figure 10. Mean end-to-end latency and bandwidth reservas bandwidth utilisation

e one Verilog model of an AXI target device. Assuming the tiigemmand buffer depth is 4, the
target produces one beat of data (64 bits of data) in one cigpdle

e the stimuli files (uniform random 4-word-burst and 8-wontrdi read transactions)

e the System Verilog test bench

6.3. Evaluation of Bandwidth Guarantee

A uniform workload model implements read transactions ketwfive initiators and one target. The
simulation shows that initiators with high priority get witthey request, and the remainder receive an
equally balanced service. The method addresses the @btdata starvation problem and ensures an
appropriate allocation of the data transfer resource. Alsdowidescribed more fully below, the fairness
method facilitates a sliding scale between high prioritg &irness of memory resource allocation. The
higher bandwidth selected via QoS traffic, the less “faig themory resource allocation will ultimately
be.
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Fig. 10(A) shows a comparison of the mean latency of QoS d¢r&ffim initiatorO with best effort
(BE) traffic from initiatorl, initiator2, initiator3 and itiator4. As seen in Fig. 10(A), the best effort
traffic is noticeably affected by the traffic mode when bardttviutilisation is above 50%. When the
maximum fabric utilisation is approached, the mean lateidpe best-effort traffic varies significantly
compared with the QoS traffic. This shows that TMAC gives ashbdo guarantee latency for the one
initiator that has a QoS requirement.

The significance of a latency guarantee is that we constnanjection of data from sources with
admission control. Although TMAC introduces an extra timenrhead, it is an efficient way to avoid
fabric congestion thereby providing a latency guaranteetfe interconnect. However, the different
burst modes affect the latency guarantee slightly becalufee dottleneck of the one target, as shown
in Fig. 10(A), where the latency of QoS traffic using an 8-wbuaist is more than that of traffic using a
4-word burst. This is one of the reasons why the TMAC schenieovides a soft latency guarantee.

Fig. 10(B) illustrates the situation when initiator0 casLie two outstanding commands, which means
that before a new transaction starts, two pending commaamide issued by initiator0 (QoS traffic).
As shown in Fig. 10(B), the results are what we expect. ity can get a bandwidth allocation of
approximately 50%. Note that the bandwidth utilisationh best-effort traffic shown in the graphs is
the total of the other four initiators.

Fig. 10(C) describes the situation of 2 outstanding comrmeavith an 8-word burst. The long burst
data mode leads to long data transmission times. The wastafa8-word burst end-to-end latency is
worse than 4-word burst mode. But the bandwidth allocatfonat effected. It shows the admission
control can be used with different types of traffic.

7. TMAC Fair Bandwidth Allocation in Action: an Example

Now we evaluate the performance of the proposed scheme o #tad it meets our design goal in
some expected edge cases. Those edge cases with extreanly-leaded traffic exemplify how fair
bandwidth allocation is achieved and how congestion isgr@d at the fabric ingress.

7.1. QoS Criteria

The QoS criteria in this section mainly concern fair bandiwialocation with high volumes of demand.
Different types of fairness have different definitions. Tigpe of fairness we aim for with different
resource demands is that lightly-loaded initiators wilt gk they request and heavily-loaded initiators
will get equal allocations.

The QoS criteria we employ in this section are based on “datalwidth ” (B/W). The data band-
width can be measured as the number of read transactiondetechp a given time on the assumption
that all transactions carry the same volume of data.

7.2. Evaluation Platform

Provided that the fairness problem happens under circaresawhen the “hot” link is saturated, an
example of this phenomenon can be simulated by an “all-83-egnthetic traffic pattern with multiple
outstanding commands. The pre-defined total token numban isxperimental value indicating the
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Figure 11. End-to-end latency of each initiator VS simwlatiime

fabric capacity. In this simulation, we estimate the falpapacity of a 5 initiator-to-1 target fabric to be
16tokens

The experimental scenarios are: five initiator devicesgudie AXI protocol (e.g. DMA controllers)
connect to one target device using the AXI protocol (e.g. @RAM controller). In theory, the initiators
can issue requests as often as they require. However, theamaioutstanding commands is constrained
by the capability of the interconnect interface. Curretthly interface supports only 8 outstanding com-
mands. The evaluation model used is as the same as that@esitrisection 6.2.

7.3. Evaluation of Fair Bandwidth Allocation

This section shows that the centralised admission conpptaach brings out many possibilities for
performance improvement. The round-robin method allowaififairness to be controlled.

To better understand the effects of the admission contrelamalyse the mean end-to-end latency.
The average latency in the network is plotted in Fig 11. Weeplesthat the network becomes saturated
when the traffic load is heavy. At the beginning, initiator@ianitiator3 suffer long end-to-end latencies.
After a period of time, this behaviour is choked back by TMARRis, in turn, results in significant
improvements in the average system latency. Finally, Figddmonstrates that the admission control
provides bounded end-to-end latency.

As shown in table 4, the simulation with TMAC shows TMAC restis unfair bandwidth allocation.
The second column, showing the data bandwidth of eachtimitiss measured based on a 4-word burst
traffic pattern. The third column, again showing the datadladth of each initiator, is measured using
an 8-word burst traffic pattern. The results with TMAC show impact of TMAC on both traffic
patterns. Note that because the waiting time for availadkensis included in the round-trip delay,
the performance of the 4-word burst test case is worse tratroftthe 8-word burst test case. In real
applications, measured over a long period, fair bandwititica@tion is much more crucial than the slight
performance loss.
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Table 4. Results of comparison of systems with and withouATIV

Input Without TMAC With TMAC
4-word burst 8-word burst 4-word burst 8-word burst
B/W (Mbyte/s) B/W (Mbyte/s) || B/W (Mbyte/s) B/W (Mbyte/s)
InitiatorO 210 211 168 170
Initiatorl 210 211 168 170
Initiator2 107 109 168 170
Initiator3 107 108 166 168
Initiator4 210 212 166 168

8. Conclusions and Future Work

In this paper, we present a token-managed admission caystdm for QoS support on our SpiNNaker
platform. TMAC is configurable to support specific QoS traféquirements, and QoS is guaranteed by
schedulingtokensusing fair and deterministic decisions. Our experimentduate the performance of
this low-cost QoS support mechanism and demonstrate teetigness of this strategy.

TMAC is a significant contribution to end-to-end QoS suplue to its low area overhead. Existing
research into QoS provision has concentrated on buffessvitth or virtual channels. This paper shows
that the long-neglected centralised approach has mucht@iteind in many cases, provides a better al-
ternative. This strategy is valid for all packet-switchedahip interconnects, where it is always possible
to provide dedicated links for specific connections thatiregsoft performance guarantees.

In future work, our system will require a small number of ches to control the bandwidth reserva-
tion dynamically. First, the interface will be modified to kest fully configurable. Second, the interface
will be extended to support configuration setting, whichlwiVolve devising control algorithms and
support for application mapping.
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