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Abstract

Self-timedogic mayhaveadvantayesfor security-sen-
sitive applications.The absenceof a clo, as a reliable
timing refeence males corventional power analysis
attadks more difficult. However, the variability of the tim-
ing of self-timed circuits is a weaknessthat could be
exploited by alternative att&ctedniques.

This paperintroducesa methodolgy for the differen-
tial power analysisof self-timedcircuits which doesnot
rely upon a clodk signal. This methodolgy is usedto
investigatethe security of a self-timed,ARM-compatible
processordesignedspecificallyto explore the benefitsof
self-timeddesignin secue applications.Timing analysisis
alsoappliedto the samedesign.Theresultsfromthe anal-
ysesare presentedand confirmthat self-timedlogic with
dual-rail encoding and secue storage significantly
improves esistance to non-irasive attaks.

1. Introduction

Cryptosystenmdesigneraisuallyfocusonimplementing
rigorous algorithmsto protectdatafrom logical attacks.
They pursuewaysto processlatasecurelyhowever, strong
protocolsare not necessarilysecure[1]. A well-studied
cryptosystemmay fail for mary reasong2,3]. Figure 1
shavsatypicalencryptionprocessThedeviceencryptghe
plaintext inputusingakey hiddenin asecureon-chipmem-
ory and producescipheredtext. The algorithm design
ensureghatanattacler with accesgo the cipheredoutput
cannotwork out the plain text input without knowing the
key, andvice versalt alsoguaranteethatanattacler with
accesdo boththe plain text input andthe cipheredoutput
cannot deduce thesk

This assuranceds basedon the assumptionthat the
attacler has accessonly to the plain text input and the
cipheredoutput.However, aCMOSVLSI circuit mayleak
informationthroughside-channelsuchastiming, powver
consumptionand electromagnetiemissiong4], asillus-
tratedin Figure 1. Attacks that accessand exploit such
lealkedinformationhave beendemonstratefb-11]. Among
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Figure 1: Information leakage in cryptosystems

thesetechniquespower analysisattackshave beenmost
successful in cracking cryptograpimplementations.

A power analysisattackis baseduponexaminationsof
thepowerconsumedby thesystemwhenprocessinglataor
executing instructions. By analysing the relationship
betweerthevariationin powerconsumptiorandthedataor
instruction,anattacler candiscoverthesecuranformation
beingprocessedndthekeyshiddenin thesystemThesuc-
cessof theseattackscould resultin an erodingof confi-
dencein smartcardsasthe bulwark of secureapplications.
This kind of attack exploits the weaknessesf physical
implementatioraspectof cryptosystemg12] ratherthan
algorithmic aspects, and is morefidifilt to defeat [10].

Self-timedor asynchronousircuitshave beenproposed
asbeingableto reduceside-channeinformation leakage
andtherebyto improve security[13,14]. Unlike synchro-
nouscircuits, which synchronizeall partsof the circuit by
using a single global clock signal, asynchronougircuits
emplgy mary local synchronizatiorsignals. This allows
individual circuitsto work independentlyThus,thereis no
globaltiming signalfor useasareferenceandthe analysis
of powerconsumptions consequentlgxpectedo bemore
difficult.

Dual-rail encodingusestwo wires to presenta one bit
logic value.A transitionon onewire indicateghetransmis-
sion of a logic “one” anda transitionon the otherwire a
“zero”. Thereis thereforealwaysexactly onetransitionto



transmita bit of data,andhencethe differentialpower sig-
nature can be significantly reduced.

SFA [15] is a synthesizedgself-timed ARM-compatible
processodesignedpecificallyfor smartcardapplications,
andthe designaimsto investicatethe ability of self-timed
circuits to resistdifferential powver analysisattacks.The
processowasdesignedisingBalsa[16], anasynchronous
hardwaredescriptionanguageandsynthesisystem With
aspecially-deelopedsecuredual-railback-endthe Balsa
family of toolswasusedto producea gate-level netlistof a
securaual-railprocessagmhichwasthenlaid outasacus-
tom VLSI device using commercial CAD tools.

Designingcircuits to minimize side-channelnforma-
tion leakageanddevising attackgo exploit theweaknesses
in thosedesignsare complementanactvities. This paper
introducegechniqueshatcanbeusedo analyzehepower
signature lea&d by asynchronous circuits.

The paperbriefly reviews the power dissipationcharac-
teristicsof CMOS VLSI circuits and non-invasive attack
techniquedn thefollowing section.Thesecurityfeaturesn
the SFA processoarediscussedn Section3. Themethod-
ology for the power analysisof asynchronougircuits is
presentedn Section4. Pover and Timing analysegesults
from SFA simulationsand measurementare presentedn
Section5. The resultsand conclusionof the investication
are presented at the end of the paper

2. Non-invasive attacks

The power consumptiorof a CMOS VLSI circuit con-
sistsof threeparts:staticdissipationdynamicdissipation
andshort-circuitdissipation17,18]. Thedynamicdissipa-
tion, Pd,is normallythedominantcomponenandis prima-
rily responsibldor informationleakagelt is the resultof
thechaginganddischaging of theloadcapacitanceandis
given by:

2
Pd = f |:C| D\/dd EAC (1)

where A, is the circuit actiity (the proportionof the
total capacitanceswitching),f is the frequeng of switch-
ing, C; is thetotal circuit capacitancandV yqis the power
supply wltage.

Fromthis equationit canbeseerthat,for agivencircuit
wheretheloadcapacitancandsupplyvoltageareconstant,
thedynamicpowerdissipatiordepend®nthecircuit activ-
ity, A.. In other words, the more capacitancethat is
switched, the more peer is dissipated.

For theattacler of asecuresystemthisis thecharacter-
istic of CMOS VLSI circuits that inspirespower analysis
attacks For example,a multiplier usuallydoesmorework
whenthemultiplier operandit is onethanwhenit is zero.
Hencethe multiplier dissipatesmore power processinga
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Figure 2: Power consumption of XOR and ADD

multiplier bit which is a onethanwhenit is a zero.If the
multiplier operands a secretkey, thenpower analysison
the multiplication operationyields vital informationabout
the ley.

Pawer analysis attacks [1,8] include Simple Paver
Analysis(SRA, notto beconfusedvith theprocessobeing
investicated!) and Differential Pover Analysis (DPA). A
SFA attack obseres the power consumptionwaveform
directly andmeasureshe obvious peakswhich areknown
(throughprior investigation) to relateto securityinforma-
tion. SKA attacks are relately easy to defend amst [1].

DPA is much more powerful and difficult to defend
against. It usesstatisticalanalysistechniquego maximize
the information extractedfrom power variationsby sub-
tractingthe averagepower (which is not correlatecto the
data) and other extraneoussignalsfrom the waveforms.
DPA aimsto eliminatethe power consumptiorand noise
thatis not relevantandto amplify the power consumption
that is correlated with the secure information.

A timing analysisattackhasa similar basisto power
analysisattackd7]. Insteacbf usingdifferentialpowercon-
sumption timing analysisusesthe leakageof information
throughdata-andinstruction-dependeriming variations.
If asecuramplementationtakesa differentamountof time
to executedifferentinstructionsor to procesglifferentdata,
thenthe secureinformationcanbe extractedby analysing
thetiming differencesFor instancemary multiplier archi-
tecturesemploy a clever algorithmto speedup the opera-
tion, howeverthetiming differencesnayleakthehamming
weight of the multiplier operands.

Figure 2 shavs the power and timing information
revealedwhenexecutingXOR andADD instructionson a
single-rail SFA processar(The single-rail SRA is synthe-
sizedfrom the sameBalsasourceasthe secure dual-rail



SFA but usesa different,lesssecureback-end.)The solid

cunweisthepowerwaveformfor XOR andthedashedurve

the waveform for the ADD instruction.It is clearthatthe
two waveformsarereadily distinguishableDifferenttime

is alsotakento executethesetwo instructions- XOR takes
lesstime to executethan ADD (about88 nsfor XOR and
89 nsfor ADD). By measuringpower and/ortiming infor-

mation attaclers may be ableto identify the instructions
beingexecutedSimilarly, attaclerscanextractinformation
onthedatabeingprocessed thereis data-dependerside-
channel information leakage.

3. SPA security features

SFA wasdevelopedspecificallyfor smartcardapplica-
tions. It was designedwith the goal of beingresistantto
DPA and timing analysis.Although the removal of the
clock malkesstatisticalanalysismoredifficult in asynchro-
nousdesignsthis aloneis not sufficient. To achiere sucha
goal, SFA employs severaladditionaldesigntechniquedo
minimizeside-channahformationleakageA summaryof
thesdeaturess presentedbelon. Detailscanbefoundelse-
where [15].

» Dual-rail encodingis usedin SPAto reducethe power
consumptiorsignaturedueto differing dataHamming
weights.

 In additionto the balancedsignallinginherentin dual-
rail codesa‘null’ is insertedbetweerconsecutivelata
bitsto ensurehatthe powerconsumptiorfor anewdata
value is independent of the previous data value.

» Although conventionalreturn-to-zerodual-rail encod-
ing hasthis propertyfor logic functions,SPA extends
thepropertyto includebalancedecurestorageslements
for on-chipregistersandstate-holdingtoragelnforma-
tion-bearingstateis clearedby returningthe storeddata
to a null statebeforenewdatais loaded.This againre-
duces the leakage of side-channel information.

» Self-timed circuits are often built to exhibit average-
case performance.However, this desirable property
may leakinformation.To avoidthis problem,the func-
tional units in SPA, suchasthe adderand multiplier,

were designed with data-independent response time.

4. Power analysis of asynchronous circuits

Differential power analysis reviewed in Section2, has
beenwell-studiedandsuccessfullyappliedto the attackof
securamplementationsHowever, all theanalysiss based
upon corventional synchronouscircuits where a global
clock signalis available for useasa time referencegna-
bling sophisticatedtatisticalanalysisto be used.The glo-
bal clock signal is not available on a self-timed circuit,

introducing n& problems for diierential pever analysis.

Firstly, in synchronougircuits the global clock signal
resultsin thepowerconsumptiorwaveformbeingperiodic.
Usingtheclockasatimereferencetheattackis mademuch
easierasit is simpleto applystatisticalanalysigechniques
onthepowerwaveformsandto computetheaveragewave-
form. Self-timed circuits, on the other hand, have mary
localhandsha& signalsinsteadof oneglobalsignal Activ-
ities in eachsubcircuitonly dependon their local hand-
shale signalsand circuits work independentlyTherefore
the power consumptionwvaveform doesnot have a global
time referenceThis creates problemfor statisticalanaly-
sis as the aveforms are no longer periodic.

Secondlybecausén synchronougircuitsall the activ-
ity is triggeredby the clock edge,thereis alwaysa large
power consumptiornpeakat a fixed time after eachclock
edge In self-timedcircuits, eachsubcircuitis independent
from theothers.Thepowerconsumptiorof eachsubcircuit
doesnot contritute to the total powver consumptiorwith a
consistentelative timing asit doesin synchronousircuits.
Thus,theremaybe not large peaksin thetotal power con-
sumptionwaveform. Indeed,the power consumptionof
self-timed circuits will be much smoothersinceit is the
aggreation of mary small peaksappearingat arbitrary
times according to their handsleagignals.

Thirdly, poverwaveformshiftsandoverlapsareaprob-
lem raisedby self-timed circuits for statisticalanalysis.
Handshak signalsdominatethebehaiour of every partof
thecircuit. The behaiour of onestagemay be affectedby
thepreviousstageandevenpossiblyby mary otherstages.
Forthesamaenstruction thecycletimecanvaryin different
periods.lt is not necessaryor waveformsto have exactly
constanperiodicity. The statisticalanalysisof suchpower
waveformsis hardasit is difficult to line themupin order
to computetheaveragevalueandto subtracthisfrom each
waveform to yield the dference.

The upperwindow in Figure 3 shows two SFA power
tracesfor the sameoperationandthe dashedcurve shavs
their difference Thetwo tracesareclearly shiftedandpro-
ducea significantdifference However, this curve doesnot
properlyaccountfor the real differencesetweenthe two
waveforms.The temporalshift contributesa large amount
of the difference.The lower window shows the corrected
waveformsandthe differencewhich is now muchsmaller
than before. This result indicates that the difference
betweenwaveformscontainsnot only the real difference
which attaclerswantto extractbut alsothe affectsof tem-
poralwaveformshifting which canbe consideredsnoise.

In conclusion differentialpower analysisasappliedto
conventional synchronouscircuits cannot be applied
directly to attack self-timed circuits. A new approachis
required, as described belo

The power analysisof asynchronousircuitsis divided



into two steps:datacollectionanddataanalysis.The data
collectionstepinvolvesdatasamplinganddatacorrection.
A single power trace,obtainedby monitoring the supply
currentof the systemmustbe split into individual instruc-
tion or cycletracesThisis relatively easyto doin synchro-
nouscircuitswith the help of the clock signal.To split an
asynchronoupowerwaveformis moredifficult becausef

thelackof atimereferenceHowever, anasynchronousir-

cuit doesdisplaysomecharacteristiperiodicitydueto the
cyclic natureof the handsha& controlsandthe algorithms
beingexecutedandthis periodicity canbe usedto extract
waveforms that are approximately repeiti

The datasampleghat are thus collectedare, however,
still not readyfor analysis.The correspondingvaveforms
mustbe dilated or clippedto mapthemall onto the same
basicperiodicbehaiour. A piece-wisepestcross-correla-
tion shift correctionfunctionis alsoappliedto temporally
shifted waveforms. This mustbe a piece-wiseprocessas
differentfragmentsof the waveform canbe shiftedby dif-
ferent amountsof time. The shift correctionfunction is
implementedbasedon a cross-correlatiorfunction pro-
vided in Matlab [19].

The analysisschemeassumeghat suitably split wave-
formscanbe obtainedandenoughcontrol testsperformed
to obtaincharacteristipover waveformsfor differentdata
casesHerewe shav how theanalysisschemas appliedto
evaluatethe extent of informationleakagefrom a circuit -
to what extent doesthe power waveform reveal the data
value being processed®Ve assume for simplicity, that
thereareonly two casesve needto differentiatethedata0
case and the data 1 case.

Figure4 shavs the schemausedfor the power analysis.
Firstly, a partitioning function is usedto split the wave-
forms,P(i,j), into two setsPy(i,j) (thedataO set)andP;(i.j)
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asynchronous circuits

(thedatal set).Thefirstindex, i, isthewaveformsequence
numberandthesecondj, is thesamplepointin eachwave-
form. Equation2 is usedto computean averagedata 0
waveform, Aq(j), from Py(i,j). Similarly, A4(j) is obtained
from averaging R(i,j).

N
. 1 ..
Ao(]) = N z Po(i, J) )
i=1

An overall averagewaveform,A(j), is obtainedby aver-
agingthewholedatasetcomprisingP(i,j). SubtractingA(j)
from Aq(j) yieldsthedifferencebetweertheaveragewave-
form of the dataO setand the overall averagefollowing
Equation3. Similarly, dA;(j) canbe acquired.In a power
waveform wherethe consumptiorfor one datapatternis
distinguishabldrom thatfor the otherdatapattern,dAq(j)

should be distinguished from d@).

dAy(j) = Ag(i) = A()) €)

Then subtractingthe overall averagewaveform, A(j),
from eachdataset,P(i,j), yieldsthe power differencevave-
forms, dP(i,j), as shwan in Equation 4.

dP(i, j) = P(, 1) -A() )

If P(i,j) belongsto the dataO set,dP(i,j) shouldshowv a
strong correlationwith dAq(j) and a wealer correlation
with dA4(j). If it belongsto the datal setthe opposite
should be true.

Theanalysigechniqueyieldsacorrectdeduction’if the



above assertioris true; otherwiseit yieldsawrongdeduc-
tion. Theuseof a correlationanalysids necessarpecause
anasynchronoupowverwaveformdoesnotdisplaythevery
large peaksthat characterisesynchronouspower wave-
forms andreveal the databeing processedinstead mary
smallpeakscanbefoundonthewaveform.Subtractinghe
averagemakesthedifferencesnorerelevant,but thewave-
forms are still noisy

The percentagef correctdeductiondPCD) is usedto
evaluatethe succes®f the analysisFor ananalysisof the
experimentutlinedabove, wherethereareonly two alter-
native datavalues,a PCD of 100%would indicateperfect
informationextractionwhereasa PCD of 50%would indi-
catethatthe analysiswasextractingno informationasthe
results are essentially random.

Theschemalescribediboreillustrateshow muchinfor-
mationattaclersmaybeableto extractfrom theside-chan-
nel. However, it doesnot explain how difficult theanalysis
wouldbe.A ‘signal-to-noisaatio’ shavs how largeaside-
channeinformationsignalis comparedo themeanpower
waveform that containsno relevantinformation,andfrom
which it mustbe extracted.It givessomeindicationof the
dynamicrangerequiredof theattacler'sequipmentindthe
likelihood that extraneouselectrical noise might obscure
the information-bearing signal.

The SNR is computed as in Equation 5:

SNR = 2010g;0 0 ©)

HereS andN aretheroot-mean-squaref the (informa-
tion-bearing) signhal and the (average power waveform)
noiserespectiely. Fromthe equationit is understoodhat
the smaller the SNR is the morefitifilt the analysis is.

5. SPA security analysis

The experimentalchip designedo evaluatethe resist-
anceof asynchronousesigngo non-invasive attackscon-
tainsboth a single-rail SFA anda securedual-rail SFA so
thattheir securitypropertiescanbe comparedTo evaluate
the maximumpotentialside-channeinformationleakage,
an optimal experimentalenvironmentwas setup for the
attacler:

* A simpleprogramthatcontinuouslyexecuteshetarget-
edinstructionwasrunin eachexperimenandonly two
differentdatavalueswereusedminimisingthedifficul-
ty of the attack.For example,to analysethe ADD in-
struction the program can execute:

ADD r3,r2,r0
ADD r3,r1,r0

wherer3 is the destinatiorregister r1 containsOxff, r2

Fetch Decode | Execute
Fetch % |
i Fetch | Decode |Execute
execCtrl i }TOli }Tll e ‘h

Figure 5: The SPA 3-stage pipeline

containsOxffffffff andrO containsOx1. To eliminatein-
terferencebetweenthe two instructions,several no-op
instructionsare insertedbefore, betweenand after the
two ADD ARM instructions[18]. The differencebe-
tweenthetwo instructionss in thedifferentcarry prop-
agation distance.One has 8-bit and the other 32-bit
carry propagtion. This simpletestsequencés usedto
measurewhether there is information-bearingside-
channelleakageresultingfrom the differencein carry
propagtion.

» The knowledgeof which instructionis beingexecuted
andwhich datavaluesareusedwasmadereadily avail-
ableto theattackersothatanoptimalpartitioningfunc-
tion can be applied.

» A signal(execCitrl)is artificially madeavailableto the
attackerto allow optimal synchronizatiorof the power
tracesTherising edgeof thesignalindicateghebegin-
ning of the execution stage of an instruction.

Figure 5 showvs the SFA 3-stagepipeline signal along
with thetiming of execCtrl.In aself-timedprocessoevery
stageof thepipelineis nolongerrequiredo take exactlythe
sametime; it cantake differenttimesto executedifferent
instructions Theremaybefine-graintiming noise[13], but
this canbe a sourceof side-channeinformationto attack-
ers. The follving sections discuss this further
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reg bank

ro1

-=>  multiplier  (

execCtrl

control
T
|
|
|

# reg bank

(write)

Figure 6: The SPA execution stage



In arealattack theervironmentavailableto theattacler
would presumablynot be so helpful, thereforemuchmore
effort would berequiredto undertale suchananalysisThe
absencef the timing referencesignalwould particularly
complicatethe attacler’s task. Consequentithe results
obtainedhere can be consideredpessimisticin terms of
whatthey sayaboutthe intrinsic securityof the SFA sys-
tem. Neverthelessthey provide a baselinemeasureof the
relative security of the system.

5.1. Differential power analysis of SPA

In this sectionwe employ theasynchronoupoweranal-
ysis methodologyintroducedin Section4 to evaluatethe
effectivenesof themeasuresakenin thedesignof SFA to
protect it aginst attacks.

The analysisof SFA is basedupon powver waveforms
taken from simulationsand actualmeasurementef SFA
instruction execution. In the analysisof simulations,the
traceswerepartitionedusingtheexecCtrlsignalintroduced
earlier In orderto understandhesewaveforms,the SFA
executionunitis describedn detail. It is illustratedin Fig-
ure 6 andincludesthreestagespre-control,executionand
write-back.

Thepre-controlstagedeterminesvhetheraninstruction
is executed.Some instructions,for example conditional
branchesmightnotneedo beexecutedOnly if aninstruc-
tion is executedis the execCtrlsignaltriggered,otherwise
it remains inactie.

The secondstage,the executionstage,can be broken

Reg Read 3%

Pre~control

21%

Execution
71%

Figure 7: SPA execution time breakdown

down into sub-stagestegister read, multiply, shift, ALU
andreturn-to-zeroTheregisterbankin SFA comprisesl6
32-bit registersasit is designedfor ARM compatibility.
Themultiplieris transparenif theinstructiondoesnotneed
amultiplicationoperationTheshifterin the SFA execution
unit containdfive shift stageswith differentshift distances:
1, 2, 4, 8 and 16 bits. The ALU consistsof XOR, AND,
ADD and OR basicfunctions. To maximisesecurity an
instruction passeghroughthe ALU even if it doesnot
requireary ALU operation- not to do so would reveal
information in the paver and timing signatures.

The last stage write-back,writes resultsbackinto the
register bank.

For further partitioningof the power waveform, timing
informationfor eachof the stagess presentedn Figure?7.
About21%of thetime is usedin the pre-controlstageand
about8% of thetime is for registerwrite-back.The major-
ity of thetime, about71%, is usedto executethe instruc-

x 10 Single rail SPA Power Analysis: Data Related SHIFT
T T T T

Difference
— — Ox0 ROR #16
—— Oxffff ROR #16

-8 ! ! !

T T T

L
[0} 10 20 30 40

50 60 70 80
Time (ns)
x 10*

4 T T T T

Secure SPA Power Analysis: Data Related SHIFT
T

a— Reg Read

SHIFT ALU

= , ”“VWW i
—

g-2 |
5

S_y,

RTZ (ALU + SHIFT)

T T T

Write | Pre—control for
Back next Instruction
Il Il Il Il Il

|
o 20 40 60 80

100 120 140 160 180

Time (ns)

Figure 8: Differential power waveform of the Data-related SHIFT instruction



tion. Theright chartis afurtherbreakdevn of theexecution
stagetiming. About 3% of the executiontime is spentin
registerread,29% in the shift operationand 16% in the
ALU, while almosthalf of thetimeis usedfor theexecution
unittoreturnto zero.Themultiply operatioris notincluded
in this caseand the executionunit takes a longer overall
time if a multiplication is being performed.

The power analysisof SFA looks at six instructions:a
shift with varying distance(distance-relatedhift), a shift
with varying data(data-relatedhift), a branch,anxor, an
addandamultiply. Thesewereselectedsthey arethemost
likely to generatalifferentpower consumptionThe data-
relatedshift instructionis explainedin detail belonv while
the results from the other instructions fello

Thedata-relatedhiftinstructionsusethesameshift dis-
tanceof 16 bits, but shift differentdatavaluesof 0x0 and
Oxffff. We obsene the differential power consumption
causedy processinglifferentdata.To isolatetheeffectsof
the previous and following instructions, three no-op
instructions are inserted between the instructions.

Figure8 shavs power consumptiortracesof SFA exe-
cutingtheseshiftinstructionsTheupperwindow shavsthe
single-railSFA andthelowerwindow the securedual-rail
SFA. Therearethreetracesin eachwindow. The dashed
power traceis executinga right shift of 0x0 by 16 bits and
the solid tracea right shift of Oxffff by 16 bits. The two
curves are the average(mean)waveform of hundredsof
simulationloops. The differencein power consumptioris
shavn asthelighter solid trace.The secureSFA waveform
is split into sectionsaccordingto the timing breakdevn
described pndously.

Thefirst partof thewaveformis theregisterreadopera-
tion which accesseshe register operandsn the register
bank.Thereis almostno evidenceof a power differencen
thesecureSFA, confirmingthesafetyof thedual-railregis-
ters.An obviousdifferenceappear®n thesingle-railSFA.
This is also true for the géster write-back period.

The shift operationgenerateslifferentpower spikeson
both single-railandsecureSFA. Shifting Oxffff consumes
morepower thanshifting 0x0 on thesingle-railSFA asthe
power consumptiordifferenceis mainly positive. In con-
trast,the power consumptiordifferenceon the secureSFA
is much smaller and oscillates around zero.

During the ALU phasethe shift instruction doesnot
requireary operationin the ALU. The ALU is still active,
however, andthereis clearly powver consumediuring this
period.ThesecureSFA doesnotexhibit ary significantdif-
ferential power signature but again thereis a very clear
spike on the single-rail 3R

The large region betweenthe ALU andregisterwrite-
back phasesds for the executionunit to returnto zeroin
orderto cleartheinformationstoredby thepresenstate In
this period, the differential power curves exhibit small

dB
5

[ Single rail SPA
18 [ Secure SPA - —
I I I I 1 I
SHIFTL SHIFT2  BRANCH XOR ADD MUL

Figure 9: SPA power analysis: signal to noise ratio

spikes on both the single-railand secureSFAs. Although
they aresmallcomparedo theaveragevaveformthey may
still leak information. Fortunately during this period the
power is less correlated with the data.

The lastregion on the waveformis the pre-controlunit
for thenext instruction.BecauseheexecCtrlsignalis gen-
eratedafterthepre-controktagethepowerwaveformspar-
titionedusingthis signalbegin with theexecutionstageand
end with the pre-controlstagefor the next stage.In this
experiment,the next instructionis a no-op which moves
datafrom one register to the sameregister Even thena
spike is still shavn on the single-rail SR

Thesignal-to-noiseatio of thedata-relateghiftinstruc-
tion is thegroupof barsnamedSHIFT2in Figure9 where
the SNR of the single-rail SFA is the darler barto theleft
of eachpairandthatof the secureSFA is thelighter barto
the right. The SNR of the single-rail SFA executingthe
data-relatedshift is about-10dB whilst that of the secure
SFA is about-18dB.In aernvironmentwhereexternalnoise
wasa factorin determiningthe difficulty of extractingthe
information,the secureSFA could clearly be muchharder
to analyze than the single-rail &P

The othergroupsof barsshav the SNRsof theremain-
ing instructionsbeing measuredApart from the branch
instruction,wherethe SNRis greaterthan-10dB for both
thesingle-railandthesecureéSFA, thesecuréeSFA SNRsare
around-18dB. In contrastthe SNRsareabout-10 dB for
the single-rail SR.

Figure 10 shavs PCD resultsindicating the extent of
information leakage derived from the applicationof the
power analysisschemediscussedn Section4 to actual
power tracesobtainedrom SFA. Theleft mostbarof each
grouprepresentshe single-railSFA. In every experiment,
single-railSFA measurementgeld a 100%correctdeduc-
tion, disclosingpoorresistanceo differentialpower analy-
sis. By contrast,the right most side bar representshe
secureSFA which producesa much lower PCD in most
cases, apart from the BRANCH and distance-related
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SHIFT instructionswith (nearly) 100% PCD. This means
thatsuchinstructionsarestill vulnerableonthesecureSFA.

To evaluatetheimpactof the differentsecurity-enhanc-
ing technique$15], thesecureSA wasbuilt usingconfig-
urablelatchesj.e.,latcheghatcanbeconfiguredo operate
in secureor corventional mode. The sameexperiments
wererepeatedvith the configurabldatchessetascornven-
tionalones.Themiddlebarsin Figure10showv the PCDfor
thesecureSFA with insecurecorventionaldual-raillatches.
Theseresultsindicatethatthe secureSPA with thecorven-
tionallatchesmprovessecurityslightly overthesingle-rail
SPA, suggestinghatthe useof dual-railencodingandbal-
ancedogic withoutthe securdatchis notlikely to deliver
adequatesecurity The resultsclearly shawv thatthe secure
latcheshave alargeimpactonthePCD, indicatingthattheir
use can result in significantly enhanced security

5.2. Timing Analysis

The theory for timing analysisis similar to that for
power analysis.Paver analysisusesinformation leakage
thoughdata-or instruction-dependemtower consumption.
Timing analysismeasuresiata-or instruction-dependent
timing differences.

Ourtiming analysisis baseduponrunningoneinstruc-
tion with two differentdatavaluesalternatelyN times.The
timing informationis obtainedusing the execCitrl signal,
measuringhetime from onerising edgeto thenext (thatis,
fromthebeginningof theexecutionof oneinstructionto the
beginningof the executionthe next instructionasshovnin
Figureb). If thetimesfor thefirstandsecondxecutionsare
To1 and Ty respectiely, the timing information Tj
extractedfrom the signalcanbe split into two setsusinga
partitioning function:

T, ={T}i=1

)
Then, the gerage time for each set is computed:
TA, = Ti T
| 0|Tij To (8
_ 1
1 Tij T,

Where|Tg| +|T41| = N. Subtractinghetwo averagdimes,

a timing diference is obtained:
AT = TA-TA; (10)

For achoserpartitioningfunctionf(l,D;) corresponding
to time consumptionT;, an ideal secureimplementation
wouldrequirethevariation,AT , to bezero.However, if the
time consumptions data-dependenthe choserpartition-
ing function will yield a non-zerovariation. An attacler
who can extract this variation, will probably be able to
extractthedatavalue.Thelargerthevariation theeasiethe
datais extracted.A systemthat takes differentlengthsof
time processinglifferentdatavaluespotentiallyleakstim-
ing information which an attaek will want to discuer.

Thetiming analysisresultsof an ADD instructionexe-
cutedby both SFAs areshovn asFigure11. Theleft hand
chartistheresultfor thesecureéSFA andtheright handchart
is for the single-railSRA. Thex axisdisplaysthe rangeof
timingswhicheachSFA takesto executetheinstructionand
they axisindicateghenumberof cycleswhichfall into the
respectiebins.Thedarkerbarin eachchartis for executing
an ADD instructionwhich causesan 8-bit carry propag-
tion andthelighterbara32-bitcarrypropagtion.Fromthe
figure,it is obviousthatthetwo setsof barsarealmostfully
overlappedfor the secureSFA. This meansthat usingan
ADD instructionto processtwo differentdataconsumes
almostexactly the sameamountof time. For the secure
SPA, the averagetime to executean ADD instructionfor
both datacausingd- and32-bit carry propagtionis about
191.5ns.In contrastthetwo setsof barsaretotally sepa-
ratedon the otherchartfor the single-rail SFA. Thetimes
fall into two groups,one around89.3 ns and the other
around95.1 ns. The differencebetweenthe two average
times is obvious and is about 6%. The larger variation
clearlyindicatesthatthe single-railSFA leaksinformation
much more readily than does the secur&.SP

The otherconclusionthatcanbe dravn from the figure
is that processinghe samedatawith the sameinstruction
doesnotalwaystakethesameamounibf time.Forinstance,
thetime to executethe ADD instructionwith an8-bit carry



propag@tiononthe secureSFA variesfrom 191nsto 192ns
while most of the cycles reside at the centre at about
191.5nsln synchronousircuits,timing variationsareusu-
ally theresultof noise.However, in asynchronousircuits
they resultnot only from noisebut alsofrom the effectsof
handsha& protocols.A handsha& stageis affectedby its
neighbouringstagesEventhoughthe samenstructionand
dataare processedthereis still the possibility to take a
slightly differenttime. This featureis also visible on the
power consumptiorwaveform. This confirmsthatthe self-
timing behaiour of asynchronougircuits contributesto
making attacks more di€ult.

Averagdimesfor theobsenedinstructionsareshavnin
Table 1. SHIFT(1) is the right rotate shift with different
shift distancesand the samedata,while SHIFT(2) is the
data-relatedshift instructionwith the sameshift distance.
The BRANCH instruction measureghe different timing
information when the processordoesor doesnot jump.
XOR is executedwith oneconstanbperand0xff) andone
of two othervalues,0x00 and Oxff, to produceoutputsof
either Oxff or 0x00. This measureswvhetherthe timing
informationis correlatedwith the Hammingweight of the
result. The ADD instruction measuresthe relationship
betweencarry propa@tion andtiming asdiscussegrevi-
ously Thelastinstructionmeasureds MUL, the multiply
instruction. The multiply instructionusedin SFA always
performs 32 iterations gardless of the operanalues.

In thesingle-railSFA resultsit is obviousthatthetiming
varieswhendifferentinstructionsareexecuted For exam-
ple,MUL takesthreetimesaslongasashiftinstruction.For
eachindividual instruction,the time varieswhendifferent
datais processedFor example,ADD revealsa 6% time
variationwhenprocessindghetwo differentdatavalues.n
thesecureSFA resultsjt is clearthattiming differencestill

Secure SPA Timing Analysis: ADD Single rail SPA Timing Analysis: ADD
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Figure 11: SPA ADD instruction timing analysis

Averagetime(ns) || Averagetime(ns)
Instru- (Single-rail SPA) (Secure SPA)
ctions
TAq TA, TAq TA,

SHIFT(1) 81.64 | 82.49 || 175.22 | 180.02
SHIFT(2) 86.50 | 87.66 || 180.12 | 180.11
BRANCH 48.49 | 226.68| 92.09 | 462.63
XOR 88.11 | 89.37 || 174.11 | 174.19
ADD 89.35 95.11 191.49 | 191.49
MUL 24493 | 245.13|| 2192.49| 2193.38

Table 1: Average instruction times

exist with someinstructionsparticularlyfor SHIFT(1)and
BRANCH. For theotherinstructionghetiming variationis
almosteliminated. TheBRANCH instructiondisplaysvery
differenttiming asit is notexecutedf thebranchcondition
is false.Clearlyit will take muchlongerto executewhenit
doesresult in a jump operation. Thus, the BRANCH
instructionwill alwaysrevealwhetherits conditionis true
or false.

Single rail SR(%) | Secure SR(%)
SHIFT(1) 100 100
SHIFT(2) 100 51.9
BRANCH 100 100
XOR 100 60.0
ADD 100 51.0
MUL 91.8 76.1

Table 2: SPA timing analysis: probability of cor-
rect deduction

As for power analysis,PCD is usedto determinehow
muchinformationanattacler canextractfrom thedifferent
timing information using a partitioning function. In this
experiment, as there are only two possiblechoices,the
worst deductionwould be 50% correct, which can be
obtainedby randomchoice.For the ADD instruction,the
attacler managedo extract the datacorrectly (100%) by
measuringhe differenttime informationwhenthe single-
rail SRA is analysedwhich confirmsits poorresistancdo
a timing attack.However, the sameanalysisof the secure
SR yieldsonly 51% correctdeduction barelybetterthan



random guessing.

Table2 shavsthetiming analysigesults Apartfrom the
MUL instructionwhichgives91.8%correctdeductionthe
attaclermanagedo extract100%correctdatafrom thesin-
gle-rail SFA. However, the attacler only obtained100%
correctdatawith the secureéSFA whenexecutingdistance-
related shifts and branch instructions. The data-related
shift, ADD and XOR instructionsgive dataonly slightly
betterthanrandomguesseddowever, theMUL instruction
still leaks about 76.1% accurate information.

6. Conclusions

We have introduced a methodologyfor performing
power andtiming analysison asynchronougower wave-
forms. Theresultsfrom a securityanalysisof two variants
of aself-timed, ARM-compatibleprocessohave beenpre-
sentedTheresultsindicatethatthe secureéSFA hassignif-
icantly improved resistanceto non-invasive attacks
comparedo the single-rail SFA. We have confirmedthat
self-timedlogic hasthe potentialto improve theresistance
of CMOS VLSI deices to such attacks.

Theremoval of the clock createdifficulties for would-
beattaclersusingstatisticalanalysigechniquesThesedif-
ficulties include the lack of a time referencemisaligned
waveformsand randomtiming noise.Dual-rail encoding
andbalancedogic with securdatchesdramaticallyreduces
the differential power signature thoughgreatcareis still
requiredto maintainbalanceandto avoid revealinginfor-
mation through unintentionaltiming variations, such as
during layout, balancedrouting of dual-rail signalsand
matchedtransistorsn all inputs of standardcells usedin
design.

From theseexperimentswe have alsolearntthat some
instructions, such as BRANCH and distance-related
SHIFT, leak significantinformation. This knowledge is
usefulin guiding the programmeiof the presentSRA and
the designerof an enhanceduture variant. In a secure
applicationof the currentdesign,conditionalinstructions
shouldavoid dependingon secureinformation suchas a
key, asthey revealthe conditionin their power andtiming
signaturesThe processocouldberedesignedh thefuture
to ensurethatit alwaysdoessimilar work whetheror nota
conditionis passedsothatit hassimilartiming andpower
characteristicand leakslessinformation. For example,a
conditional BRANCH instruction could always branch,
either to the tamget or to the next sequentialinstruction,
ratherthanskippingthe branchexecutionasin the present
SR

It is clearlypossibleo designaself-timedprocessothat
is highly resistanto timing andpower-analysisattacks The
presensecureSFA designdemonstratebothstrengthsand
weaknessem this respectput it clearly pointsa way for-

ward for this technology
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