Multi-core Systems
What can we buy today?
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A Bit of History

= AMD Opteron introduced in 2003
Hypertransport
On-chip memory controller
= In 2006
Sun Niagara I: 8 cores/32 thread & 4 on-chip memory controllers
Intel & AMD: dual core
IBM: dual core & Cell
+ Azul: 24 cores
= In 2007
Sun Niagara IT: 8 cores/64 threads
Intel quad-core vs. AMD quad-core (Barcelona)
Azul: 48 cores
= In 2009
- Sun Victoria Falls: 4 Niagara II+ (256 threads)
- Server (web, DBs)
Intel Nehalem (core i7 & Xeon) vs. AMD quad-core (Shanghai) six-core
(Tstanbul)
- Desktop/workstations/Server
ARM: Cortex A9 4 cores
- low-power embedded systems (e.g. mobile phones)
Nvidia: Tesla (HPC), 6TX
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A bit of history (2)

Threads per Processor (chip)
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Problems: heat & memory wall

The Universit,

* Processor utilization
(15%-25%)

Thread
Time
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Chip Multi-Threading - Towards Niagara

The Universi
of Manchesti
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Multithreading) MultiThreading)

a.k.a. “multicore”)
n cores per processor m threads per core nxm threads per processor
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Niagara

The Universit,

= SPARC architecture

= 8 cores (1GHz -
1.4GH2)

* 4 hardware threads

ESEIEIER 0o
= Banked L2 cache
= 4 on-chip memory
controllers

= 236B/s off-chip
bandwidth

= One FPU
= Crossbar

BlS 7
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Niagara Floorpla

= 378 mm? die

= 90nm process

= ~300M transistors
= Single core 11 mm?

* Multi-Threading 20%
extra area

The Universit;
of Manchesti

Bl LS
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of Manchester

Niagara Memory System

Instruction cache
16kB, 4-way set associative, 32B line size
Data cache
8kB, 4-way set associative, 16B line size
Werite-through cache, write-around on miss
L2 cache
3 MB, 12-way set associative, 64B line size
Werite-through
4-way banked by line
Pseudo-random eviction policy
Coherency
Data cache lines have 2 state: valid or invalid
Data cache is write through -> no modified state
Crossbar enforces ordering according to memory consistency
Caches kept coherent by tracking lines in directories in L2
Latencies
Load-to-use: 3 cycles
L2 latency: 22 cycles
Memory latency: ~90 ns
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Thread Selection Policy
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Towards Niagara 2

= Goal:

- Double throughput versus Niagara 1 staying within
the same power envelop
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Modifications in Niagara 2

The Universit,

= Double number of threads from 4 to 8
Choose 2 threads out of 8 to execute each cycle

= Double execution units from 1 to 2 and add FPU

= Double set associativity of L1 instruction cache to 8-
way

= Double size of fully associative DTLB from 64 to 128
entries

= Double L2 banks from 4 to 8

* Hardware tablewalk for ITLB and DTLB misses

= One extra stage in the pipeline (select 2 threads out of
8)
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Niagara 2 Floorplan (65nm &342mm?)
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Niagara 2 - New Elements

=
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= 8 threads per core
= Two integer pipes per
core
= One fully-pipelined
FPU per core
= 60+GB/s of f-chip
ST IEEE « 4MBL2$ (8 banks) 16
[er e e e
ero ff oo fam B ars way
L = Security co-processor
per core
= On-chip
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e
Sun Microsystems’ Open Source CMP

The University
of Manchester

. OpenSPARC Tl and T2
+ Verilog available (RTL)
* Book available
+ Webcast of talks
* More information on support for Virtualization, RAS
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A Bit of History

AMD Opteron introduced in 2003
Hypertransport
On-chip memory controller
In 2006
Sun Niagara I: 8 cores/32 thread & 4 on-chip memory controllers
Intel & AMD: dual core
IBM: dual core & Cell
Azul: 24 cores
In 2007
Sun Niagara IT: 8 cores/64 threads
Intel quad-core vs. AMD quad-core (Barcelona)
+ Azul: 48 cores
In 2009
+ Sun Victoria Falls: 4 Niagara IT+ (256 threads)
- Server (web, DBs)
Intel Nehalem (core i7 & Xeon) vs. AMD quad-core (Shanghai) six-core
(Istanbul)
- Desktop/workstations/Server
ARM: Cortex A9 4 cores
- low-power embedded systems (e.g. mobile phones)
Nvidia: Tesla (HPC), 6TX 17
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AMD Barcelona (65nm, <3GHz)

Comprehensive i S 1 7 T
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. | More delivered
IPC-enhanced - | DRAM Bandwidth
CPU cores TRzt
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AMD Barcelona

Dedicated L1

« Locality keeps most critical data in the
L1 cache

* Lowest latency

* 2 loads per cycle

Dedicated L2
* Sized to accommodate the majority of
working sets today
+ Dadicated to eliminate conflicts
common in shared caches
* Better for Virtualization

Shared L3 -~ NEW
* Victim-cache architecture maximizes

efficiency of cache hierarchy i
» Fills from L3 leave likely shared lines in

the L3 i i ome
« Sharing-aware replacement policy

+ Ready for expansion at the right time
for customers

L1: 2-way set associative, LRU r‘erlacemem‘, block size 64 bytes,
split I & D, write-back & write-allocate, 3 cycles latency

L2: idem. except 9 cycles latency

L3: idem. except evict block shared by fewest core and 34 cycles
latency o
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AMD Shanghai (45nm, <2.66Hz)

L3 Cache Architecture AMDI1
Smarter Chaloo

Shared L3 Cache

+ Victim-cache architecture maximizes
efficiency of cache hierarchy

+ Fills from L3 leave likely shared lines in
the L3

+ Sharing-aware replacement policy

L3: 48-way set associative and 29 cycles latency

20
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Pentium’ D, Intel’

Intel Tick Tock

2009-10

TOCK

Core™2,
SANDY

Xeon®
processors  PrOCESSOrs PENRYN WESTMERE  BRIDGE

21
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Core i7 (Nehalem, 2.6GHz -3.2GHz)

* Shared L3 Cache . -

2 Simultaneous Multi-Threading per core
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Nehalem

The Un
of Man:

Nehalem Design Scalable Via Modularity

Nehalem Building Ex: 4 Core Ex: 8 Core
Block Library 1

)\ PN FERR

) I -

Sample Range of Product Options

23
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Nehalem Caches

Enhanced Cache Subsystem

* New 3-level Cache Hierarchy
> L1 cache same as Intel Core™ uArch
- 32 KB Instruction/32 KB Data
» New 256 KB/core, low latency L2 cache
> New Large 8MB fully-shared L3 cache

- Inclusive Cache Policy - minimize snoop
traffic

» New 2-level TLB hierarchy

» Adds 2" level 512 entry Translation
Look-aside Buffer

Superior multi-level shared'cache extends
Intel® Smart Cache technology

= LI split D$ & I$, 32KB each, 4-way I$ & 8-way set associative, approx.
LRU, block size 64 bytes, write-back & write-allocate

= L2: 8-way set associative, idem.
= L3: 16-way set associative, idem 24
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Intel® QuickPath Interconnect

* Nehalem introduces new L
Intel® QuickPath e
Interconnect (QPI) \

* High bandwidth, low
latency point to point
interconnect

* Up to 6.4 GT/sec initially

- 6.4 GT/sec -> 12.8 GB/sec
- Bi-directional link -> 25.6
GB/sec per link
- Future implementations at
even higher speeds
* Highly scalable for systems

with varying # of sockets

NUMA

Remote Memory Access

® CPUO requests cache line X, not present in any CPUO cache
- CPUO requests data from CPUL
- Reqguest sent over QPI to CPUL
- CPU1’s IMC makes request to its DRAM
- CPU1 snoops internal caches
- Data returned to CPUO over QPL

* Remote memory latency a function of having a low latency
interconnect

25
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W Other things not discussed
Sun, AMD & Intel

= Throttling to reduce power

= Support for VMM

= New instructions

26
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A Bit of History

AMD Opteron introduced in 2003

* Hypertransport
*+ On-chip memory controller

In 2006
+ Sun Niagara I: 8 cores/32 thread & 4 on-chip memory controllers
Intel & AMD: dual core

- IBM: dual core & Cell
+ Azul: 24 cores

= In 2007

Sun Niagara IT: 8 cores/64 threads
+  Intel quad-core vs. AMD quad-core (Barcelona)
+ Azul: 48 cores

= In 2009
+ Sun Victoria Falls: 4 Niagara IT+ (256 threads)

- Server (web, DBs)
Intel Nehalem (core i7 & Xeon) vs. AMD quad-core (Shanghai) six-core

.

(Istanbul)
- Desktop/workstations/Server

* ARM: Cortex A9 4 cores
- low-power embedded systems (e.g. mobile phones)

Nvidia: Tesla (HPC), 6TX
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Mobile phone
Texas Instrument OMAP 44x MPSoC

High-Speed ﬁFIﬂ [ ] GPI0

S8 2076 —
Mmip™ csi-2 | Camera

MIPI™ Cs1-2 B Sub camera

POWERVR"SGX540 | image Signal
Processor (ISP)

graphics accelerator
Shared memory controller/DMA

Timers, Interrupt controller, mailbox
Boot/secure ROM
B S 2
Display

controller
parallel-serial

WUXGA

MMC/SD
card

HD
television
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ARM Cortex A9 MPCore

Generalized
Interrupt Control
and Distribution

Primary AMBA 3 64bi Interface

PTM PTM PTM PTM
FPU/NEON VE FPU/NEON VE FPUINEON UE FRPUINEON \E
Falcon CPU Falcon CPU Falcon CPU Falcon CPU
Instruction Data Instruction Data Instruction Data Instruction Data
Cache Cache Cache Cache Cache Cache Cache Cache

Snoop Control Unit (SCU)
Accelerator
Coherence

Snoop Port

Cache-2-Cache e

Transfers Eiltering

Advanced Bus Interface Unit

Optional 2+ JF with Address
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Atomic Instructions

= Compare-And-Swap

* Niagara, Intel & AMD

* Load Linked & Store Conditional

- ARM & IBM Power
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2010 - New Systems

POWER?Y Processor Chip

= 567mm?2 Technology: 45nm lithography, Cu,
SOIl, eDRAM
= 1.2B transistors
= Equivalent function of 2.7B
= eDRAM efficiency
= Eight processor cores
= 12 execution units per core
= 4Way SMT per core
= 32 Threads per chip
= 256KB L2 percore
= 32MB on chip eDRAM shared L3
= Dual DDR3 Memory Controllers

= 100GB/s Memary bandwidth per chip
sustained

= Scalability up to 32 Sockets

= 3B60GB/s SMP bandwidth/chip

= 20,000 coherent operations in flight
= Advanced pre-fetching Data and Instruction
= Binary Compatibility with POWERG

31
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2010 - New Systems

= AMD 12-core Opteron
= Sun Microsystems - Niagara 3 (or RainbowFalls)
* 16-cores (8 or 16 threads per core?)

= Nvidia Fermi - 512 Cuda cores
= ARM - Cortex A9 at 2GHz

32
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Intel’s Relentless Pursuit of
Moore's Law

Intel Platform Architecture
Mainstream PC and Server

] i
Tick l Tock Tick ‘ Tock
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Papers for Next Week

Simultaneous multithreading: maximizing on-
chip parallelism. ISCA 1995.

The SGI Origin: a ccNUMA highly scalable
server. ISCA 1997.

Java Tutorial: Concurrency

Remember to email the slides before 14:00 13th
November 2009

34
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