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Neuropharmacology of timing in humans

Thomas H. Rammsayer
When studying brain-behavior relationships, researchers are faced with the problem that manipulation of a single neurotransmitter system may also cause significant changes in levels of activity of other neurotransmitter systems.  Therefore, in a series of experiments applying a single-behavior-multiple-brain-systems strategy, activity of various neurotransmitters in the brain (acetylcholine, dopamine, GABA, glutamate, norepinephrine) is pharmacologically changed.  Furthermore, concomitant changes in different psychological functions, such as cortical arousal, speed of information processing, and memory, are measured.  The pattern of results, in combination with the different pharmacological profiles of the drugs applied in this series of experiments, suggests that temporal processing of brief intervals below 100 ms is mediated by activity in the mesostriatal dopamine system and, thus, points to the basal ganglia as a neuroanatomical structure possibly involved in timing of brief durations.  On the other hand, temporal processing of intervals in the range of seconds is markedly impaired by pharmacologic agents which produce deterioration of (working-)memory functions irrespective of the neurotransmitter system involved.

Cognitive deficits affecting time perception

Annalena Venneri

Department of Psychology, University of Aberdeen, UK
Experimental evidence suggests that discrete cognitive deficits may result in abnormal time perception.  Studies with brain damaged patients have demonstrated that lesions affecting some cognitive functions such as memory or attention may cause alteration in time accuracy.  More recent studies, however, have proposed that lesions either of the right or the left hemisphere may play a differential role in determining a disturbed perception of time flow.  There is evidence that time perception is abnormal in right brain damaged patients or in patients suffering from visuospatial memory deficit.  One could, therefore, hypothesise hemispheric asymmetries in time perception. The results in the literature are inconsistent, and the disparity between methods used to evaluate time perception abilities across studies makes it difficult to compare their findings.  Functional neuroimaging studies and cognitive studies from our own laboratory do not find any convincing evidence of this hemispheric asymmetry in time perception. Rather they indicate a bilateral representation of time keeping mechanisms.  This finds plausible justification in the intrinsic nature of time keeping tasks, relying very heavily on attention and memory.

Coincidence‑detection models of interval timing: Evidence fron fMRI studies of cortico‑striatal circuits.

Warren H. Meck, Ph.D.

Department of Psychology: Experimental, Duke University, Durham, North Carolina, U.S.A.
The ability of the human brain to process event durations in the sec‑to‑min range is a fascinating problem given that the basic electrophysiological properties of neurons operate on a msec time scale. We now present evidence from brain imaging studies using functional magnetic resonance (fMRI) to support a coincidence‑detection model that integrates a multitude of cortical and thalamic oscillations with a "perceptron" processing system in the basal ganglia in order to arrive at the calculation of time intervals much larger than the oscillation periods.

Localization and dynamics of cerebral activations involved in time estimation: studies combining PET, fMRI and EEG data

Viviane Pouthas

Unite de Neurosciences Cognitives LENA-CNRS UPR 640, Hopital de la Salpetriere, 47 Boulevard de L'Hopital, 75651 PARIS Cedex13, FRANCE

Despite the importance of time as a source of information, any sense by which time can be directly perceived has been evidenced.  Recently published neuropsychological as well as imagery data suggest that three main brain regions would be involved in time estimation: the cerebellum, the basal ganglia and the frontal cortex.  But, it is also known that basal ganglia and cerebellum play an important role in motor control and that frontal areas are involved in attentional and mnesic processes.  Consequently, whatever the brain regions considered, it is difficult to specify their function regarding time perception per se.

I will present a set of results from studies examining this issue in two complementary ways.  First, in order to question the specificity of the cerebral network activated during the estimation of a stimulus duration, two perception tasks based either on the duration of a stimulus or on another parameter of this stimulus have been contrasted using PET scan and fMRI methods.  Second, as EEG data reflect the rapidly changing electrical activity in the brain evoked by a stimulus or a cognitive event, PET and fMRI data were combined with EEG data recorded in identical perception tasks, in order to specify in which processing stages the different cerebral areas are involved when time is processed in a perception task.  A further challenging aim is to study the variations of the electrical activity and ofthe hemodynamic response in function of the durations to be evaluated.  Some preliminary results will be presented along this line.

Differences in brain activation as a function of timing:

Evidence of a temporal accumulator?

Francoise Macar & Franck Vidal

Centre de Recherche en Neurosciences Cognitives, CNRS, Marseille, France
Prominent models of the internal timer in the second-to-minute range involve cumulative processes. Temporal judgments are assumed to depend on the number of "pulses" or "time units" that are accumulated from the beginning to the end of the target interval. This number, and hence, the temporal jugdment can be modulated by activation and attention factors. The present series of experiments was designed to find some neural evidence of this mechanism. We recorded slow potential changes over the scalp in subjects performing a time production task. The surface Laplacian was used as an index of localized brain activation. The subjects tried to produce a 2.5 s interval between two brief button presses as accurately as possible. One of three diodes was lit after each trial to provide feedback. When the intervals produced were sorted into "short", "accurate" (2.4 to 2.6 s) and "long", the level of activation over the mesial prefrontal cortex was found to be higher in the "long" than "short" category. An intermediate level corresponded to the "accurate" intervals. Similar data were obtained with the same task in the absence of feedback, and with another task that involved temporal discrimination instead of temporal production. These data are consistent with the idea of a cumulative mechanism modulated by differences in the subject's level of attention between trials. The mesial prefrontal cortex mainly includes the supplementary motor area, the timing functions of which are suggested by brain imagery and neuropsychological studies.
Temporal perception in Parkinson's disease: effects of dopaminergic medication

Rosanna Cousins, Donald O'Boyle and John Wearden

Department of Psychology, University of Manchester, Manchester, M13 9PL
How is time represented in the brain?  While the answer to this question is as yet far from clear, recent evidence suggests that the basal ganglia may play a significant role.  Patients with Parkinson's disease (PD) have been reported to be impaired on both motor and perceptual tasks involving the explicit representation of time and it has been suggested, on the basis of pharmacological studies in non-human animals, the dopamine (DA) transmission within the basal ganglia is associated with the regulation of the speed of an 'internal clock' which has been hypothesised to underlie temporal perception.  However, the evidence is not unequivocal.  In this paper, we shall report the results of an experiment in which we attempted to examine the role of DA transmission within the human basal ganglia in auditory perception by comparing the performance, on a battery of tests, of 24 PD subjects between 'ON' and 'OFF' DA-medication conditions (one week apart) and with the performance of 24 control subjects tested on two equivalent occasions.  Subjects were tested on tasks of temporal bisection, temporal generalisation, verbal estimation of duration, short-term memory for duration, and threshold for the discrimination of both filled and unfilled interval duration and of tone frequency.  In one or other task, stimulus durations ranged between 100 and 1200 ms, and none of the tasks involved a motor component other than a verbal response.
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Information‑processing models of timing

Michel Treisman
The model of time discrimination and estimation proposed by Treisman

(1963) has been described as the first information processing model of

timing (Church, 1984). I shall briefly review how the model was conceived

and developed, and consider some further developments of the basic ideas

by myself and others.

Get SET (Scalar Expectancy Theory) for a new millennium.

Warren H. Meck, Ph.D., Department of Psychology: Experimental, Duke University, Durham, North Carolina, U.S.A.
Scalar Expectancy Theory (SET) is based on the scalar property of interval timing which proposes that the constant coefficient of variation observed in timing behavior reflects an underlying random variation in a multiplicative noise variable. Because uncertainty (noise) is proportional to the interval being estimated, response distributions for different intervals superimpose in relative time. Complementing the scalar variability of interval timing is the use of ratios rather than differences in comparing remembered and currently elapsing intervals as well as the linear scale for subjective time. Taken together, these three properties are critical features of the information‑processing model that has been developed from SET to direct future behavioral and biological investigations of timing and time perception.

The Behavioural Theory of Timing.  11 years and counting.

Lewis Bizo

Department of Psychology, Southampton University
The behavioral theory of timing (Killeen & Fetterman, 1988) assumes that the rate at which a pacemaker emits pulses is controlled by variables that affect arousal, such as the rate of reinforcement.  The theory also assumes that an animal’s response patterns and behaviour might function as overt stimuli by which the passage of time may be judged.  Essentially the animal’s behaviour acts as the hands on a clock.  It is assumed timing is based on the conditional discrimination of mediating behaviours (adjunctive, superstitious, interim, or terminal), that are correlated with one or more hypothetical states (Killeen & Fetterman, 1988). A number of experiments have tested these assumptions with varying success.  Generally these experiments supported the predictions of the behavioral theory of timing, although recent findings that fail to support the model will also discussed.
Cognitive Models of Human Timing

Dan Zakay(1) and Richard A. Block(2)

(1) Department of Psychology. Tel‑Aviv University. Israel

 (2) Department of Psychology. Montana State University. Bozeman. USA.

Human timing of short intervals is thought to involve cognitive processes which are highly context‑sensitive. Two important contextual factors are themethodological paradigm (i.e., prospective or retrospective) and themeasurement method (i.e., verbal estimation, production, or reproduction).Whereas prospective duration judgements are obtained when a person is awareof the need to judge the duration of an ongoing interval, retrospectiveduration judgements are obtained when a person becomes aware of the need tojudge the duration only after it has ended. The available evidence revealsthat different cognitive processes underlie prospective and retrospectiveduration judgements. Retrospective duration judgements are based mainly onthe retrieval of relevant information that can be used as a representationof the target duration. It is assumed that information about contextualchanges, both environmental and internal (i.e., cognitive and emotionalchanges), which occurred during a target interval is used to constructretrospective duration judgements. Thus, models of retrospective durationjudgement do not include a special timer. Prospective duration judgementsare based mainly on attentional processes. Models of prospective duration judgement can be categorized as models with or without a timer. We recentlyproposed an attentional‑gate model of prospective duration judgement. Thismodel assumes the existence of a timer which emits pulses at a regular rate.These pulses are accumulated by a cognitive counter, but on their way to thecounter they must  pass through a cognitive gate which is controlled by theamount of attentional resources allocated for temporal informationprocessing. The various models of both prospective and retrospectiveduration judgements will be presented and compared in light of empiricalevidence, and the nature of the required cognitive models of human timingwill be discussed.

MODELING INTERVAL TIMING

J. E. R. Staddon

Duke University
No existing model captures all the features of interval timing in animals.  The greatest effort has been expended on steady-state data from relatively restricted situations involving one or two fixed intervals.  Some of those data conform to a scalar or logarithmic model, but many do not.  We have proposed a theory based on principles of memory dynamics derived from the multiple-time-scale (MTS) model of habituation.  The MTS timing model can account for data from a wide variety of time-related experiments: proportional and Weber-law temporal discrimination as well as deviations from Weber’s law in relative-duration-discrimination experiments, transient as well as persistent effects of reinforcement omission and reinforcement magnitude,  the choose-short effect and its analogue in number-discrimination experiments.  Resemblances between timing and counting are an automatic consequence of the model. Transient and persistent effects of drugs on time estimates can be interpreted as well within MTS theory as in competing views.  Real-time physiological data conform in surprising detail to the assumptions of the MTS habituation model.  But many questions remain: The choose-short effect is limited in certain ways that have not yet been satisfactorily explained.  There are transient effects of interval sequences that have not yet been reconciled with steady-state data.  And the process by which temporal discriminations are acquired is still obscure.  

Connectionist Models of Scalar Timing

Jonathan Shapiro, Department of Computer Science, Manchester University, UK
In this talk, a review of previous connectionist models of timing will be presented. This will include Church and Broadbent's connectionist models, Grossberg and Merrill's model, and the models of Miall.

Next, a new model of scalar timing will be presented. In this model, the variability of the memory for time intervals is due to a branching process. Neuronal excitation is short‑lived, but excited neurons can excite other neurons probabilistically. In a network of such neurons, both the number of active neurons and its standard deviation grows linearly in time. Thus, the scalar property, that the estimation of the time interval grows quadratically with the length of the time interval, arises in a very simple model with a single, short time‑scale. This differs from many previous models, in which a range of time‑scales for neuronal response or oscillation is required.

Decision processes are shown to arise naturally through learning. For example, results of bisection experiments will be shown to arise from a system which attempts to learn to discriminant between two time‑scales in the presence of variability which grows with the length of the the time interval. 

Results of simulations will be presented. 
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Human Timing as Adaptive Behaviour

Dan Zakay(1) and Richard A. Block(2)

1. Department of Psychology. Tel‑Aviv University. Ramat‑Aviv. Israel.

2. Department of Psychology. Montana State University. Bozeman. USA.

Timing involves cognitive processes that are essential in the optimaladjustment of an organism to its environment. Organisms, including humans,must time their behaviour in order for it to be optimal, or evensuccessful. In cases of mental disorders, timing is one of the firstcognitive functions that is impaired, causing a severe deterioration in aperson's ability to function in physical and social environments. Timingplays a crucial role in many typical daily behaviours like crossing a busystreet, driving, dancing, singing, and playing basketball. We discuss modelsof human timing which can provide explanations for the impact of timing onhuman behaviour. The implications of these models for understandingbehaviour will be clarified by reviewing several typical examples. Onedomain in which timing is highly important is that of consumer behaviour.People have to decide how much time they are willing to wait for receiving aservice or buying a product. These decisions are based on estimates ofwaiting durations. Judgements of waiting durations are alsoimportant for maintaining normal human communication (i.e., durations ofintervals between asking a question and receiving an answer) and, from ahuman ‑factors point of view, for designing optimal human‑computerinteraction (e.g., defining acceptable delays of computer responses toqueries). Timing plays a central role in determining causal relationship between events, a process in which humans attempt to understand theirenvironment. Additional questions of interest concern accuracy of temporalbehaviour and whether or not people can be trained to make accurate time judgements.

On the role of the phonological loop in temporal processing

Andre Vandierendonck & Vicky Franssen

Department of Experimental Psychology

University of Gent, Belgium
We present a series of experiments that tested the involvement of the phonological component of the working memory system (Baddeley & Hitch, 1974). It is clear from previous research that both temporal tasks (e.g., time estimation, interval reproduction, interval production) and nontemporal tasks call on processing systems that may be required for the execution of both kinds of task. A central question is which processing modules of the multicomponential working memory system are required by temporal tasks. To shed light on this issue, we have studied temporal and nontemporal tasks in concurrent designs. We will present evidence showing that articulatory suppression impairs prospective timing performance in short time intervals. In addition, we also found in a preload design that verbal information kept in temporary storage impairs prospective reproduction performance both in very short and short time intervals. Further experiments were designed to explore the limiting conditions of these findings and to find out to what extent participant strategies loading the phonological system may play a role. The results are discussed with respect to the role of some working memory components in temporal tasks. 

Time Estimation Across the Lifespan

Teresa McCormack, Gordon D. A. Brown, & Elizabeth A. Maylor

Department of Psychology, University of Warwick, Coventry, CV4 7AL
This paper will describe our recent studies of the development of timing. In the first study, time estimation in children and elderly adults was assessed using two time estimation tasks: a temporal generalization and a temporal bisection task. Developmental differences in overall levels of performance were evident at both ends of the lifespan, and were more marked on the generalization task than the bisection task. Older adults and children performed at lower levels than young adults, but there were also qualitative differences in the patterns of errors made by the older adults and the children. The findings can be accounted for by assuming developmental changes across the lifespan in the level of noise in temporal encoding and, in addition, developmental changes across childhood in the extent to which LTM representations of time intervals become distorted. Young children's LTM representations of time appear to be distorted such that durations are remembered as shorter than the durations actually presented. To examine this further, a second study explored the extent to which children's memory representations of time intervals decay with delay, using the subjective shortening technique developed by Wearden and Ferrara (1993). This techinque examines the shortening of representations of durations as a function of how long they are maintained in working memory. Although children aged 7‑9 years showed the subjective shortening effect, there was no evidence of greater shortening in children than in adults. It is possible that shortening in LTM and shortening in working memory are a result of different kinds of processes which have different developmental profiles. The results of a third study examining this issue will be reported. 

Wearden, J. H., & Ferrara, A. (1993). Subjective shortening in humans' memory for stimulus duration. Quarterly Journal of Experimental Psychology, 46B, 163‑186.

Temporal bisection in children

Sylvie Droit‑Volet & J.H. Wearden

Blaise Pascal University, Clermont‑Ferrand, France & University of Manchester, U.K.
Children aged 3, 5, and 8 years received training on a temporal bisection task, with standard Short and Long durations being presented as visual stimuli of durations 1 and 4 s, or 2 and 8 s. Non‑standard comparison stimuli were spaced linearly between the Short and Long standards. Psychophysical functions (proportion of responses appropriate to the Long standard duration [LONG responses] plotted against stimulus duration) were computed. All showed increasing proportions of LONG responses with increasing comparison stimulus duration, but were flatter in the younger children than in the 8‑year‑olds. Bisection points (the stimulus duration giving rise to 50% LONG responses) were close to the arithmetic mean in most conditions, although geometric mean bisection was found when the 8‑year‑olds were tested with the 2/8 s duration standards. Superimposition of the psychophysical functions from the 1/4 s and 2/8 s conditions, for each age‑group separately, revealed approximate scalar timing at all ages. A version of a modified difference model used to fit data from adults by Wearden (1991) was applied to the data, both in its original form and with a random responding component added. According to the model, the variability of the representations of the remembered Short and Long standards decreased with increasing age, and a tendency to respond at random (i.e. without regard to stimulus duration) also decreased with age, to near zero levels in the oldest children.

Time and the understanding of phenomena:

Components and development of the diachronic approachtc \l1 "Components and development of the diachronic approach
Jacques Montangero, University of Geneva
The diachronic approach in sciences, which consists in inserting a phenomenon within the time dimension instead of considering it only as it is here and now, has proved fruitful. Our studies on the development of that approach in 7- to 12-year-old children aimed at defining the bases of that ability at the level of everyday thinking. Several experiments investigated how these children imagined the past stages or future evolution of a biological, physical or psychological phenomenon. Different components of the diachronic approach and ways of relating successive states have thus been evidenced. 

   First we must distinguish the diachronic tendency, or propensity to evoke the past and the future when considering a current situation, and diachronic thinking or reasoning, i.e., the way to imagine transformations over time. The latter is composed of more or less evolved forms of:

principles of transformation (e.g., size is supposed to increase with time or size and complexity are thought to increase); 

temporal organisation (e.g., connected changes are thought to covary or subjects spontaneously imagine different though interconnected successions, like the course of a cause and of its delayed effect);

connections between successive states (e.g., a situation is explained by its current context or it is partly explained by a previous event; a series of successive states is described in a juxtaposed way or as one single phenomenon).

These components of the diachronic approach develop significantly between 8 and 12 years of age, but are they always fully developed in adult explanations?

13

