The Return of AsynchronousLogic

There is a world-wide resurgence of interest in asynchronous logic
design techniques. After two decades during which clocked logic has
imposed its discipline across all corners of the world of digital logic, the
older and more anarchic approach seems poised to make a come-back.

Asynchronous design

Virtually all digital design todayis basedon a synchronouspproachThe total systemis
designedasthe compositionof oneor moresubsystemsvhereeachsubsystenis a clockedfinite
statemachinejthe subsystenthangedrom onestateto the nexton the edgesof a regularclock.
Thestateis heldin asetof flip-flops (registers)andcombinatorialogic is usedto derivethe new
stateand outputsfrom the old stateandinputs. The new stateis copiedthroughthe flip-flops on
everyrising edgeof the clock signal. Specialtechniquesare requiredwhenevera signal crosses
into the domainof a particularclock (either from outsidethe systemor from the domainof a
different clock within the samesystem),but otherwisethe systembehavesin a discreteand
deterministicway provideda few rulesarefollowed; theserulesinclude managingthe delaysof
the combinatorial logic so that the flip-flop set up and hold times are met under all conditions.

Asynchronousdesigndoesnot follow this methodology;in generalthereis no clock to
governthe timing of state changes.Subsystemsxchangeinformation at mutually negotiated
times with no external timing regulation.

In the beginning

Early digital computersembodieda variety of designstyles. Though most designswere
basedon a centraltiming generatowhich keptall thefunctionsof the machinen lock-stepthere
were someexamplesof asynchronousnachines Examplesin the USA include the ORDVAC
built at the University of lllinois andthe IAS built by Johnvon Neumann'groupat the Institute
for AdvancedStudyat PrincetonUniversity. Both thesemachinesverefirst operationain 1951-
52 and operated without any central clock. The pioneering British teams preferred the
synchronousapproachthoughlater the MU5 built at ManchestetUniversity between1969 and
1974 used asynchronous control.

Ruled by the clock

For the last two decadesasynchronousiesignhas all but disappearedrom sight. The
clocked approachhas led to dramatic progressin the architecturesof machinesand in the
productivity of designersWhenall the statein a designchangesat the sametime, verifying the
designbecomesa matterof checkingthe delaysin the combinatoriallogic functionsbetweerthe
registers.This is a straightforwardprocesscomparedwith validating an asynchronougircuit,
wherethe designmustbe examinedn very fine detail for critical racesand unstablestatesand
then the higher levels checked for liveness and similar properties.

As synchronougechniqueshave improved, tools have beendevelopedwhich automate
mostof the designprocessesThe designof a completechip cannow be synthesizedfrom a high
level behaviourabdescriptionwith minimal manualintervention.Synchronouslesignis at thetop
of the learning curve and seemsset to continue its domination of digital systemsfor the
forseeable future.



Clock limitations

Though synchronousdesign has enabledgreat strides to be taken in the design and
performanceof computers,there is evidencethat it is beginningto hit some fundamental
limitations. A circuit canonly operatesynchronouslyf all partsof it seethe clock at the same
time, atleastto areasonabl@pproximationHoweverclocksareelectricalsignals,andwhenthey
propagatedown wires they are subjectto the samedelays as other signals. If the delay to
particularpart of the circuit takesa significantpart of a clock cycle-time,that part of the circuit
cannot be viewed as being in step with other parts.

For sometime now it hasbeendifficult to sustainthe synchronougrameworkfrom chip to
chip at maximum clock rates. On-chip phase-lockedoops help compensatdor chip-to-chip
tolerances, but above about 50MHz even this isn't enough.

Building the completeCPU on a single chip avoidsinter-chip skew, as the highestclock
ratesare only usedfor processor-MMU-cachéransactionsHowever, evenon a single chip,
clock skew is becominga problem. High-performanceprocessorsmust dedicateincreasing
proportionsof their silicon areato the clock driversto achieveacceptableskew,andclearlythere
is a limit to how muchfurtherthis proportioncanincreaseElectricalsignalstravel on chipsat a
fraction of the speedof light; asthe tracksget thinner,the chips get bigger and the clocks get
faster,the skew problemgetsworse.Perhapghe clock could be injectedoptically to avoid the
wire delays,but the signalswhich areissuedasa resultof the clock still haveto propagatealong
wires in time for the next pulse, so a similar problem remains.

Evenmoreurgentthanthe physicallimitation of clock distributionis the problemof heat.
CMOS is a good technologyfor low power as gatesonly dissipateenergy when they are
switching.Normally this shouldcorrespondo the gatedoing usefulwork, but unfortunatelyin a
synchronougircuit this is not alwaysthe case Many gatesswitch becauseghey areconnectedo
the clock, not becauseheyhavenewinputsto processThebiggestgateof all is the clock driver,
andit mustswitchall thetime to providethetiming referencesvenif only a smallpartof thechip
hasanythingusefulto do. Oftenit will switchwhennoneof the chip hasanythingto do, because
stopping and starting a high-speed clock is not easy.

Early CMOS deviceswere very low power, but as processrules have shrunk CMOS has
becomdasteranddenserandtoday'shigh-performanc€&€MOS processorsandissipate20 or 30
watts. Furthermorethereis evidencethat the trendtowardshigher powerwill continue.Process
rules have at least anotherorder of magnitudeto shrink, leading directly to two orders of
magnitudeincreasein dissipationfor a maximum performancechip. (The power for a given
functionandperformances reducedby processshrinking,but the smallercapacitanceallow the
clock rateto increaseA typical functionthereforedeliversmore performancet the samepower.
Howeveryou cangetmorefunctionsonto a singlechip, sothetotal chip powergoesup.) Whilst
a reductionin the powersupplyvoltagehelpsreducethe dissipation(by a factor of 3 for 3 Volt
operationanda factor of 6 for 2 Volt operationrelativeto a5 Volt normin both cases)theend
resultis still a chip with an increasingthermal problem. Processorahich dissipateseveral
hundredwatts are clearly no usein battery poweredequipment,and evenon the desktopthey
impose difficulties because they require water cooling or similar costly heat-removal technology.

As featuresizesreduceandchipsencompassorefunctionality it is likely thatthe average
proportionof the chip which is doing somethinguseful at any time will shrink. Thereforethe
global clock is becoming increasingly inefficient.

Asynchrony fights back
If globalsynchronyis becomingevermoredifficult to establishandthe clockis resultingin



increasingoowerinefficiencies,it seemsaturalto revisitthewholeissueof asynchronousersus
synchronouslesign.In academiccircles asynchronousechniqueshavealwaysretaineda niche
becausethey provide a good framework for some mathematicaltechniquesfor proving the
correctnes®f circuits. Now, however,industrial researchorganisationsare becomingactive in
asynchronouslesign.Therearen'tany productson saletoday which embodythe resultsof this
renewedinterest, but there is a strong feeling that interestis increasingand asynchronous
approaches are set to make a come-back.

What hashappenedo all the problemsthat causedhe world to go synchronousn the first
place? Thesehave not just ceasedo exist, but they have becomeless overwhelmingfor the
designerOvertheyearsthe academictaveimprovedthe methodologiesvhich canbe appliedto
the designof asynchronousircuits, so a lot moreis known aboutthe reliability andcorrectness
of potential solutions. But perhapsmost important is the increasing capability of VLSI
technology.This enablesready-madesolutionsto standardproblemsto be prepackagedn a
designlibrary, removing the needfor eachdesignerto understandully all the intricacies of
asynchronousdesign.Therearenow so manytransistoron a chip thatthe inefficiency of usinga
standardasynchronousolutionis negligible comparedwith the extradesigncostof customising
each occurrence.

Asynchronous design

It is a common misconceptionto view asynchronousiesignas a single alternativeto
synchronouslesign.lt is moreaccuratdo view synchronouslesignasa specialcaserepresenting
a single point in a multi-dimensionalasynchronougdesign space.There are many different
flavours of asynchronoudogic, and they are as different from each other as they are from
synchronousdesign. However there are a few key featureswhich describe most current
approaches, and these can be seen as binary choices:

- dual rail encodingvs. data bundling. In dual rail encodeddata, each booleanis
implemented as two wires. This allows the value and the timing information to be
communicatedor eachdatabit. Bundleddata,on the otherhand,hasonewire for eachdatabit
and a separate wire to indicate the timing.

- level vs. transitionencoding.Level sensitivecircuits typically represent logic oneby a
high voltageanda logic zeroby a low voltage.Transitionsignallingusesa changein the signal
level to convey information.

- speed-independens. delay-insensitivalesign.A speedndependentesignis tolerantto
variationsin gate speedsbut not to propagationdelaysin wires; a delay insensitivecircuit is
tolerant to variations in wire delays as well.

The purestform of circuit is delay-insensitiveand usesdual-rail encodingwith transition
signalling. A transitionon onewire indicatesthe arrival of a zero, a transitionon the otherthe
arrival of a one. The levels on the wires are of no significance.Suchan approachenablesthe
designof fully delay-insensitivesircuits, andis thereforeideal for automatictransformationinto
silicon layout as the ratherarbitrary delaysintroducedby the layout compiler can't affect the
functionality (though they will affect the performance).

The most popular form in recentyearshas beendual-rail encodingwith level sensitive
signalling.Full delayinsensitivityis still achievedput theremustbe a "returnto zero" phasen
eachtransaction,and thereforemore power is dissipatedthan with transition signalling. The
advantagef this approacltovertransitionsignallingis thatthe logic processingelementanbe
much simpler; familiar logic gates processlevels whereasthe circuits required to process
transitionsrequire stateand are generallymore complex. The Tangramcompiler developedat
Philips Research.aboratoriesn the Netherlandsusesthis style to transformhigh-levelfunction



specifications written in an Occam-like language into silicon layout, a technique named "VLSI
programming” by itsinventors[1].

In 1987, Ivan Sutherland chose the topic of asynchronous design for his Turing Award
lecture. He presented an approach developed by Sutherland, Sproull and Associates called
"Micropipelines’ [2]. This approach uses bundled data with a transition signalled handshake
protocol to control data transfers. This is illustrated in figures 1 and 2. Figure 1 shows the
interface between the sender and receiver. There is a bundle of data which carries information
(using one wire for each bit) and two control wires. Request from the sender to the receiver
carries a transition when the data is valid; Acknowledge from the receiver to the sender carries a
transition when the data has been used. The protocol sequence is illustrated in figure 2. This
defines only the sequence in which events must occur - there is no upper bound on the delays
between consecutive events.
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Figure 1: The bundled datainterface used in a micropipeline
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Figure 2: The bundled data interface protocol
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Oncethe databundlingconstraintaaremet (ie the orderof eventscorresponds$o thatshown
in figure 2), a micropipelineis delay-insensitiveThe eventprocessindlockswhich arerequired
to control the operationof all but the simplestmicropipelinesare well defined and relatively
straightforwardto designusing existing asynchronouslesigntechniquesOncedesignedthese
blocks canbe placedin a library andreusedto constructarbitrarily complexcontrol structures.
No sophisticateddesign techniquesare requiredto put these circuits together; conventional
behaviourakimulationis a usefulaid, asis a largewhiteboard.The only uniquelyasynchronous
problem which recurrs is the high-level issue of liveness (absence of deadlock).

The AMULET projectat ManchestelJniversity adoptedhe micropipelineapproactfor the
work described below.

The AMULET project

The AMULET project was establishedn October1990 to investigatethe applicationof
asynchronoudechniquesto the power reduction of high-performancemicroprocessorsThis
activity was part of the ESPRIT funded OMI-MAP project (Open Microprocessorsystems
Initiative - MicroprocessorArchitecture Project), and was one componentof a broad look at
power dissipationissuesat the gate, chip and board level. The objective was to investigate
thoroughly the potential of asynchronousapproachesy designingand building a complete
implementation of the ARM processor in Sutherland's micropipeline style.

Althougha completeasynchronousicroprocessohasbeenbuilt before[3], thisis thefirst
attemptat a full-functionality designincluding the difficult areaof exactexceptiondor memory
faults. New solutionswererequiredfor severalareasof the design,for instancea novel register
locking technigue was developedto managedependenciedetweenthe registers used by
successivanstructions[4]. The ALU exploits data dependentiming to deliver significantly
faster operationfor typical operandsthan for worst-casevalues[5]. The processorallows a
considerabldevel of internal concurrencywith all the pipeline stagesoperatingautonomously
andonly interactingwith nearesheighboursvhenresultsarereadyto be passedn. Oneresultof
the autonomyis thatthe depthof instructionprefetchingbeyonda branchis fundamentallynon-
deterministic (though it is bounded,and the instructionswhich are allowed to executeare
deterministically defined!).

The initial phaseof this work is now drawingto a close.The asynchronou#&\RM designis
complete,and was submittedto fabricationin February1993. Although the final verdict must
await inspectionof the silicon, it is alreadyclearthat this scaleof designis now quite practical
with existingdesigntools. The designresourcerequiredto completethe designwas comparable
with the clocked part, and althoughthe transistorcountand die areaare ratherlarger than the
synchronousversion, most of the difference may be accountedto the deeperpipeline of the
asynchronouslesign.A synchronousmplementationwhich usedthe samepipeline structure
would require perhaps 10 or 20% less area.

Future prospects

It is possiblethatall the renewednterestin asynchronougsechniquesill cometo nothing,
thoughthis seemsunlikely. It is also possiblethat industry will suddenlyseethe asynchronous
light and switch completely to he new approach. This seems even more unlikely!

What seemsmore likely is that areaswill be identified where asynchronouspproaches
havereally worthwhile advantagesthesewill be nichesin otherwisesynchronouslesigns.The
things to look for are power sensitive (rather than ultimate performance)applicationsand
functionswith a highly variableworkload (suchas CD error correctorsand personalcomputer
processors)A variableworkload makesthe mostof the powersavingpotentialof asynchronous



logic, asa synchronousapproachrequiresthe clock to be setto matchthe peakload. Look for
placeswherethereis no externalclock constraintjong seriallinesandVVDU driversinterfaceto
explicit or implicit clocksat the otherendof thewire, sothesearenot likely to go asynchronous
for a while!

The CPU/cacheombinationon portableequipmenis a subsystemvhich seemdo meetall

theserequirementsso the AMULET work is continuingwithin the ESPRIT OMI/DE project
(which is concernedwith Deeply Embeddedorocessomacrocells,which are CPUsembedded
togetherwith applicationspecificlogic functionson the samechip) to adda cacheto the current
integer unit.

Asynchronouslogic can be expectedto begin winning nichesin the digital electronics

businesswithin the nextfew years.It will sharecircuit boardswith clockedchipsandintegrated
circuits with clockedsubcircuits.It will becomeestablishedsa viable alternativetechnologyin
many areas, and the technology of choice for some.
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MUS5: A mainframecomputerbuilt at the University of Manchestebetweenl969and1974

which operated asynchronously.

AMULET1: A micropipelined(asynchronousimplementatiorof the ARM microprocessor

designed at the University of Manchester between 1990 and 1993.



