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Abstract—This paper describes the process of review, design,
and delivery of a course in modern embedded systems, an inter-
national collaborative teaching project involving the University
of New South Wales (Australia), Manchester University, and
Imperial College, London University (United Kingdom). This
project, being the first of its kind anywhere in the world, provides
a learning environment that replicates the current industrial
practice in embedded systems design in an easy and compre-
hensible setting, an environment where the processor, dedicated
coprocessors, and software are all integrated to create a functional
system such as used in sophisticated electronic devices, including
mobile phones, Web phones, televisions, digital cameras, and
personal digital assistants. Such collaborations are important in
both reducing development costs in developing up-to-date, and
increasingly sophisticated, courses and in addressing pedagogical
issues that are common between computer and electrical engi-
neering programs in all academic institutions. To assist students’
learning experience, the course is supported with purpose built
state-of-the-art programmable hardware and software develop-
ment platforms, carefully planned laboratory experiments, lecture
notes, weekly online quizzes, tutorials, and a companion CD-ROM
as a learning tool. Since the introduction of this complete package,
students’ satisfaction, assessment results, and skills obtained
through evaluation and assessment methods have improved
markedly.

Index Terms—Embedded systems teaching, international
collaboration in teaching, microprocessor design teaching, pro-
grammable hardware development board.

I. INTRODUCTION

I NCREASINGLY, computer and electrical engineers are
involved in the design of computer-based embedded sys-

tems to address highly-specialized and specific applications in
the computer, aerospace, telecommunications, power-produc-
tion, manufacturing, defense, and electronics industries. They
design high-tech devices ranging from tiny microelectronic
integrated-circuit chips to powerful systems that incorporate
those chips with efficient telecommunications to form com-
plex interconnected systems. Applications include consumer
electronics (CD and DVD players, televisions, stereos, gaming
devices), advanced microprocessors, peripheral equipment,
systems for portable, desktop, and client/server computing,
and communications devices (cellular phones, pagers, personal
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digital assistants). They also include distributed computing en-
vironments (local- and wide-area networks, wireless networks,
intranets, Internet) and embedded computer systems (such as
aircraft, spacecraft, and automobile control systems, in which
computers are embedded to perform various functions) [1]–[4].

Education and training should reflect trends in embedded sys-
tems design [2]. Unfortunately, in many universities, the typ-
ical content in an introductory course in embedded systems and
microprocessor design is similar to that of technical institutes,
using an 8-bit processor to teach programming in assembly lan-
guage, implementing trivial interfacing to the outside world on
a prototyping board, and performing using simple control and
measurement experiments [5]. The practice at the University of
New South Wales (UNSW) in teaching embedded systems was
similarly outdated and had not kept pace with the rapid changes
in the industry practice and expectations.

Modern real-time embedded systems often employ dedicated
hardware in addition to microcontroller-based software to per-
form tasks that are very demanding and require a great degree
of design sophistication [3]–[5]. These embedded systems need
to handle a mix of data-intensive and control-oriented tasks and
may need architectural support for multitasking, multithreading,
concurrency, polling, interrupts, and preemption, as well as user
and supervisor modes of operation [5]. Until recently, these fea-
tures have been the domain of desktop PCs and more powerful
specialized computers. Conversely, modern real-time embedded
systems in most instances are mobile in nature and need to be en-
ergy-aware to conserve battery power [4] and resource-sensitive
to reduce cost [6].

Although the field of computer engineering is over four
decades old, it is still changing rapidly in response to techno-
logical advances and innovation. Given the dynamic nature of
the computing and telecommunication industries, designing
and continually improving courses for electrical and com-
puter engineering students is highly challenging. Nevertheless,
regular updates of the learning environment in an embedded
systems course are imperative. Indeed, the relevance of the
course to professional practice is particularly important to
electrical and computer engineering students [2], [5].

This paper details the authors’ efforts in the review and re-
design of an embedded systems course and in the moderniza-
tion of the Digital Systems Laboratory (DSL) at UNSW. This
laboratory is used by up to 500 students every year. The guiding
principles in modernizing the DSL for teaching embedded sys-
tems were to emphasize professional practice and engineering
design, problem solving, and critical thinking skills, communi-
cation skills, and teamwork through the design and execution
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of well-structured and planned courses, where theory and labo-
ratory experiences are seamlessly integrated with the latest in-
dustry practices [7].

Section II discusses the objectives of the course review and
design in terms of graduate attributes and pedagogical issues.
Section III describes the process of course development and lab-
oratory modernization, including the development of hardware
boards, software tools, laboratory exercises, lecture notes, and
support material. Section IV describes the teaching methods em-
ployed to enhance the students’ learning outcomes and achieve
the desired graduate attributes. Section V describes the course
assessment methodology that is based on sound pedagogical
principles. Section VI describes the process of course evalua-
tion. Section VII concludes the paper.

II. EDUCATIONAL OBJECTIVES

A. Graduate Attributes

The rationale for the course review and redesign was for stu-
dents to acquire the following graduate attributes [2]:

• to possess the ability to design computers and computer-
based systems that include both hardware and software
to solve novel engineering problems, subject to tradeoffs
involving a set of competing goals and constraints;

• to be able to use their breadth of knowledge in mathe-
matics and engineering sciences that is associated with the
broader scope of engineering and apply it to the narrow
field of computer-based systems design;

• to have the ability to understand the issues, possibilities,
and limitations of mapping and to represent a mathemat-
ical algorithm associated with an engineering theory into
a format suitable for computer-based systems;

• to acquire and maintain a preparedness for the profes-
sional practice in engineering;

• to be able to design or redesign a product, a process, or a
system to meet desired needs;

• to have the ability to handle the essential engineering and
computing details, while always keeping the “big picture”
in mind.

B. Course Development and Design Objectives

To accomplish these learning outcomes for students, the fol-
lowing objectives were pursued.

• Create an environment for the systematic and creative ap-
plication of scientific and mathematical principles to the
efficient design and operation of computer-based struc-
tures, processes, and systems [2].

• Create a setting where students can identify deficiencies
in an existing solution and try novel ideas to improve it.

• Create an environment where the task of design is funda-
mental and central.

• Prepare educational materials that have considerable chal-
lenging content, while at same time engage students to
think and discover for themselves [8].

• Create an environment in which students will feel that this
particular course they have taken is the best course ever.

C. Pedagogical Issues

The process of course design and delivery was inspired by
UNSW’s “Guidelines on Learning that Inform Teaching” [9].
These guidelines are to enhance students’ learning experiences
through design and teaching an engaging, contextualized [10],
and inclusive curriculum. The specific guidelines used were as
follows.

• Effective learning is supported when students are actively
engaged in the learning process.

• Effective learning is supported by a climate of inquiry,
where students feel appropriately challenged and activi-
ties are linked to research and scholarship [8].

• Learning is more effective when students’ prior experi-
ence and knowledge are recognized and used [10].

• Students become more engaged in the learning process if
they can see the relevance of their studies to professional,
disciplinary, and/or personal contexts [11].

• If dialogue is encouraged between students and teachers
and among students (in and out of class), thus creating
a community of learners, student motivation and engage-
ment can be increased [2], [5], [12].

• Clearly articulated expectations, goals, learning out-
comes, and course requirements increase student motiva-
tion and improve learning [13].

• Learning cooperatively with peers, rather than in an indi-
vidualistic or competitive way, may help students to de-
velop interpersonal, professional, and cognitive skills to a
higher level [5], [7], [12].

• Effective learning is facilitated by assessment practices
and other student learning activities that are designed to
support the achievement of desired learning outcomes
[14].

III. MODERNIZATION OF THE DIGITAL SYSTEMS LABORATORY

A. Search for a Suitable Platform

To address the educational objectives and pedagogical issues
described in the previous section, in 2001, comprehensive re-
search into current learning and teaching practices in the field
of computer engineering and consultation with industry leaders
were performed. In addition to examining curricula at other uni-
versities, the research was based on the materials published by
the IEEE and the Association for Computing Machinery on
computing curricula/computer engineering [2]. This research
and the previous experience in teaching microprocessor design
confirmed that the most effective learning environment for elec-
trical and computer engineering students is one based heavily on
laboratory experience [2], [15], [16] and one that includes use of
industry-standard and modern tools [17]. The educational objec-
tive of bringing the design to the center stage inevitably means
hiding some of the “grimy details” of implementation with a
comprehensive modern development tool-chain.

One particular concern identified by the research and survey
of existing curricula was the prevalent use of learning tools em-
ploying outdated technology [5]. One clear observation was that
many courses in microprocessors and interfacing used an 8-bit
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processor to teach students how to program in the assembly lan-
guage and to gain experience in the interfacing on simple proto-
typing development boards. This practice was common because
learning tools with 8-bit processors are inexpensive and easy to
assemble, and until the mid-1990s, most embedded computer
systems were deployed in devices with minimal processing re-
quirements, such as washing machines and microwave ovens.
However, many contemporary embedded computer systems em-
ploy a 32-bit processor and, often, coprocessors to perform de-
manding tasks that require a high degree of sophistication in
software hardware codesign to handle a mix of data-intensive
and control-oriented tasks. In this context, the learning tools
used by students should categorically reflect such sophistication
in the design of embedded systems [2], [4], [5].

The challenge was to find a way of creating a cost-effec-
tive learning tool incorporating a 32-bit processor and a pro-
grammable hardware support to help students attain a holistic
understanding of embedded computer systems.

From the study of the current trends in the embedded systems,
the evidence emerged that many contemporary embedded sys-
tems use the 32-bit advanced RISC machine (ARM) [18] pro-
cessor. Due to its low power consumption, relatively high per-
formance, and versatile instruction set, the ARM processor has
become one of the industry’s most popular. In fact, over 80%
of all sophisticated electronic devices with 32-bit RISC core are
based on the ARM processor [19], [20]. The ARM, at least in
its basic incarnation, also has a reasonably simple and straight-
forward instruction set, free from many of the idiosyncrasies of
more limited microcontrollers and relatively easy for students
to use.

On the other hand, programmable hardware support (for ex-
ample in building coprocessors) is now readily available in a
cost-effective manner from the field programmable gate array
(FPGA) vendors, such as Xilinx. Thus, providing gate arrays
for students’ use was essential.

B. International Collaboration and the Development of an
Effective Learning Tool

To keep students engaged, instructors need to show the rel-
evance of their studies to professional practices in the industry
[11], [17]. To expose students to a state-of-the-art hardware and
software development platform that is based on a processor that
is widely used by the industry, in the final quarter of 2001, the
UNSW development team embarked on the task of course de-
velopment for modern embedded systems that was based on an
ARM processor and programmable logic arrays [18].

Although the ARM processor can be emulated, a pro-
grammable development board was desired to experiment with
hardware which allows students to see how things work “in
the real world.” In particular, learning the “ins” and “outs”
of a hardware platform at the lower level gives students an
appreciation of computer architecture that just programming
using simulators does not [21]. Understanding the mapping
between the higher level language and the hardware and its
associated resource implications for embedded systems is a
fundamental issue. Learning how some of the higher level
concepts, such as operating systems (OSs), task scheduling,

and preemption, actually relate to the underlying architecture
support and instruction set is highly important for any system
designer [5]. Furthermore, the use of “real metal” gives a more
positive “feel” to the laboratory.

An essential feature of the development board was to include
programmable logic and networking devices [4]. The inclusion
of programmable logic arrays was necessary because hard-
ware/software partitioning and codesign is an important issue
in computer engineering, perhaps particularly in embedded sys-
tems [4]–[6]. For example, a mobile phone with a limited power
budget, houses a general purpose processor for “housekeeping”
functions and an application specific hardware to perform all
the demanding real-time digital signal-processing functions
[4]. Programmable logic arrays now allow students access to
a significant uncommitted hardware resource in the same way
that microprocessors revolutionized software teaching [16].
Thus a combination of a processor and programmable logic
arrays creates opportunities for experiments in the tradeoffs of
partitioning an algorithm between the hardware and software.

An approach was subsequently made to ARM Ltd. to gauge
their interest in participating in the development of a learning
tool. Although the company declined the offer, the liaison be-
tween UNSW and ARM helped establish a collaborative net-
work between UNSW, the University of Manchester (UM), and
Imperial College (IC), London University. The two British insti-
tutions were addressing similar learning and teaching issues for
their courses on embedded systems. One quickly realized that
many advantages existed in fostering a collaborative network
among the three universities.

An agreement was established among the three universities
collaboratively to design and manufacture an ARM-based de-
velopment board for use as a learning tool in the laboratory
exercises [18]. Since existing commercial development boards
with the desired features were prohibitively expensive, one of
the advantages of designing and manufacturing a purpose-built
learning tool was achieving economies of scale by increasing
the size of the production run [18]. More important, the collab-
orative network facilitated the sharing of results, tests and trials,
ideas for the laboratory exercises, laboratory manual, software,
and other support materials to accompany the new development
tool that assists or would assist learning.

C. Development of Hardware Platform

During the 21-month development period of the project, the
design teams at UNSW and UM went through several stages
of rigorous consultation regarding the desired features of the
development board, the choice of processor, FPGA chips, and
other peripheral devices [18].

The outcome of the joint effort among the three institutions
was the design and manufacture of an ARM-based embedded
development board, augmented with two Xilinx programmable
logic devices for specialized peripheral I/Os and dedicated data
processing, an Ethernet chip for computer networking, and
a host of other features. The main board was extended with
an auxiliary extension board for easy future development and
expansion.

Fig. 1 provides a systems-level view of the complete hard-
ware development platform (called DSLMU). It comprises two
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Fig. 1. Systems-level view of the complete DSLMU hardware development platform.

Fig. 2. DSLMU hardware development board with the main board at the top
and the expansion board at the bottom.

connected boards (Fig. 2). Details of the development board in-
cluding the schematics and reference manuals are publicly avail-
able in [22]. The main features of the development board are as
follows.

• Main processor: The MU microcontroller board is based
on an ARM7 processor core. The particular microcon-
troller used is the Atmel AT91R40008 device.

• System memory: Connected to the microcontroller bus is
the system memory in the form of 4 MB of static RAM
and 2 MB of flash ROM.

• FPGAs: The main peripherals connected to the micro-
controller bus are the two Xilinx FPGAs: Virtex-E and
Spartan-XL. These FPGAs are designed to be repro-
grammed to become any sort of peripheral coprocessors
that may be needed. Two FPGAs were used as a cost/ca-
pacity tradeoff, the need for which has receded since the
board was designed, because of substantial reduction in
the cost of FPGAs.

• Connected Peripherals: The DSLMU microcontroller
board has a number of peripherals, as shown in the system
block diagram. These peripherals include the serial ports,
the light-emitting diodes (LEDs) on the MU board, the
liquid crystal display module, and the Ethernet controller.

• Uncommitted Peripherals: The expansion board contains
a number of uncommitted switches and LEDs. These I/Os
are “uncommitted” in the sense that they are not con-
nected to anything. Students can use these peripherals in
their experiments, either connecting them to the FPGA
input/output pins or to their own circuits.

D. Development of Software Tools

As the design of the development board was progressing, at-
tempts were made to select a suitable suite of software develop-
ment tools. Three options were considered: using ARM Ltd.’s
proprietary tools, using third-party tools, or using the free and
popular GNU tools sponsored by the Free Software Founda-
tion.1 A decision was made to use the free and far more acces-
sible GNU development tools. Another big educational motiva-
tion for using GNU tools is that it is a single tool-chain that can

1http://www.fsf.org/
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be used on almost any platform in existence. GNU tools can be
used with any host system (Linux/Unix, Windows, Mac OS X,
etc.), almost any architecture (x86, ARM, MIPS, SPARC, SH,
etc.), and many target platforms (bare hardware, as DSLMU
board, or simulation on the host platform). Therefore, use of
GNU tools allows students to transfer their skills to another plat-
form very easily.

The ARM microcontroller employed on the development
board is a complex processor, and its proper configuration re-
quires understanding of many low-level (and machine-specific)
details that are beyond the scope of an introductory course. The
system configuration is achieved by initializing the machine
through boot code installed on the flash ROM. In addition, a
pedagogically desirable feature was to provide a completely
blank view of the ARM core where the user has full control,
this objective achieved by building an emulator layer termed
“ ” on top of the bare hardware. After completion of the
boot sequence, the emulator layer is executed. The emu-
lator provides the following features:

• a primitive OS, safeguarding critical system resources
such as flash ROM from deletion and alteration;

• a simple debugging environment;
• a simple serial communication link with the host com-

puter for loading user programs and passing of debugging
information;

• abstraction of low-level details that are machine-specific;
• easy communication with the FPGA chips for the pur-

pose of downloading of configuration design file and in-
terfacing with them during program execution.

To interface with at the host Linux front-end, a debug-
ging tool termed Komodo2 was designed by the UM team and
later modified by the UNSW team. Features of Komodo include
easy access to the target board via the emulator layer for
downloading of the user program, FPGA configuration file, and
debugging.

The board’s ROM also contains other software options,
such as a back-end for ARM’s proprietary debugging tool
Angle (GNU tools can also use this option) and GNU real-time
embedded configurable operating system (eCos). Although
not used in the introductory laboratory, these software options
allow access to the full speed/power of the board at the price of
less user-friendly access. These options are, however, used for
student projects.

E. Development of the Laboratory and Lecture Materials

As the hardware and software platforms were coming
together, the development of the laboratory manual and doc-
umentation progressed in parallel. In accordance with the
educational objective of Section II, simple commercial and
bare-bones prototype boards were used to craft carefully a set
of laboratory experiments. Laboratory exercises involve de-
tailed study and interfacing of an ARM-based microprocessor
system. Experiments explore concepts of function implementa-
tion, arithmetic computations, memory mapped I/O interfacing
using polling and interrupts, and privileged and user modes
of operation and their role in exception and interrupt handling

2http://www.cs.man.ac.uk/teaching/electronics/ARM_board

using OS calls. Other important components of laboratory
exercises include using interrupts and I/O timers to perform
sampling, building linked list and circular buffers, and inter-
facing to functional units implemented on the FPGAs. The
pedagogically positive aspect [13] of the laboratory exercises is
that they are well written and have clear goals. Students know
exactly what is required of them at any time.

Concurrently, a set of lecture slides and notes, tutorial
sets, and weekly online quizzes were designed to support the
practical experiments [23]. Lecture notes cover topics on a
programmer model of computer organization using the as-
sembly and machine languages, the instruction set, the process
of translation from high-level language to machine instruc-
tions, number representation, computer arithmetic (including
floating points and fractional arithmetic and the instruction set
for support), I/O interfacing, programming I/O interrupts and
exceptions (including architectural support for them), memory
management and protection and architectural features to sup-
port them, the role of OS in handling exceptions, multitasking,
and multithreading, the use of interrupts for sampling, linked
lists, and circular buffering.

F. Development of the Companion CD-ROM

Since aspects of development were pieced together, the team
at UNSW decided to publish all course-related materials on a
comprehensive CD-ROM to assist student learning outside the
laboratory, an important educational objective [24]. The com-
panion CD-ROM includes everything the student would need
to work from home, apart from the actual hardware, of course.
Since the earlier experiments work with a software emulator
only, lack of hardware is not too serious an issue. Even for the
later experiments, the emulation feature provided by the soft-
ware and the documentation on the CD-ROM allow students to
do much of the source code development and debugging outside
the laboratory. A set of scripts that students could use quickly
to self-check the functional correctness of their laboratory pro-
grams was designed and placed on the CD-ROM. Using the
scripts on the CD-ROM, every aspect of the laboratory platform,
even the Linux desktop, can be replicated using a few simple
steps on the student’s home computer. The online version of the
CD-ROM was subsequently placed in the public domain [22].

IV. LEARNING AND TEACHING PRACTICES

To assist students to achieve the educational objectives of the
course, the following pedagogical methods were employed.

• Well-designed teaching materials, with a high degree
of integration among the hardware, software, laboratory
exercises, lecture material, and other course aspects [5],
are deliberately designed to convey the view of real-world
embedded systems, particularly deeply embedded sys-
tems, where engineers might come across digital signal
processors (such as used in voice recognition), dedi-
cated hardware for vector processing, interrupt-driven
systems, micro-OSs, and device drivers, all integrated
together [3]–[5]. The key to success in any project of
this kind is proper integration of the various aspects of
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the course including the lecture, laboratory, and other
support material.

• Students are strongly challenged and engaged when re-
quired to solve real and difficult problems in embedded
systems, within the time constraints, while still keeping
them focused and interested. Unfortunately, there are two
conflicting requirements in any engineering experiment:
the laboratory experiment must be simple enough for most
of the students to complete, yet challenging and engaging
enough to encourage many to think about further [7].

• Each experiment is divided into several tasks scaffolded
in stages to provide the best learning results. Each task
begins with a clear aim and expectation. Next a com-
prehensive discussion on the theoretical, algorithmic, and
practical issues relating to the task is presented. This dis-
cussion also provides a reference to students’ assumed
skills and knowledge from other courses and disciplines.
This back-referencing presents a clear context for the task
at hand [10]. To make the transition between the algo-
rithmic and design views of the task easier, an example
of simple, related design is provided. The pedagogical
basis of providing a simple design as the starting point
is that engineers almost always design in an experien-
tial way, by the examination of an existing design, not
in a vacuum [25], [26]. Another important feature of en-
gineering work is modification and redesign on an ex-
isting or a new platform [2]. This retrofitting requires a
good understanding of the theory involved, the pros and
cons of the existing implementation, and the cost/benefit
analysis of retrofitted design in terms of performance and
resource requirements. Tasks, whenever appropriate, ex-
pose the retrofitting view of engineering. Engineering de-
sign always relies on the utilization of features that are
specific to a platform available to the designers. Similarly,
in the laboratory work, students use the architectural fea-
tures of the ARM processor and the other resources on the
development board to create an optimized design. Tasks
in some experiments provide the basis for the design par-
titioning between the hardware software, an important as-
pect of embedded systems design.

• In addition to the required set of tasks, each experiment
has some (more challenging) optional tasks. These tasks
build on the previous work and on an understanding of the
underlying system. The provision of optional challenging
tasks creates an opportunity for students to have fun as
well as to enhance their learning experience [14]. Students
are given extra credit (marks) for doing the optional tasks.

• Additional support and opportunity are provided to stu-
dents who were willing to complete mini projects to ex-
plore the various features of the board in more depth,
further exposing them to more advanced concepts and
creating a more experiential learning environment [25],
[26]. The scope of these mini projects is quite broad,
with emphasis on projects that are multidisciplinary in na-
ture. The broad scope of the mini projects provides the
means to put this course in the context of other disci-
plines of electrical and computer engineering. The suc-
cessful projects are published in the Project Directory on

the Digital System Laboratory Web site [27]. Students are
also rewarded with extra credit for doing the mini projects.
Prior experience has shown that such peripheral activities
have significant effects on students’ motivation [14] and
have been confirmed here. Some students even spend sev-
eral weeks to months after the course is finished to finalize
their projects. However, one should note that supervision
and evaluation of such projects requires considerable ef-
fort and time commitment on the part of the teaching staff,
although the time is well spent.

• The course material was developed within the context
of courses taken previously and concurrently. One of the
problems with the previous course, “Microprocessors and
Interfacing,” was that the course was offered in isolation
with no regard to courses taken before, concurrently, or
afterwards, therefore failing to achieve any educational
objectives [10]. The first step in the new offering of this
course was to move it from the second to the third year
of the electrical engineering program. The change of year
allowed us to present the material in this course within
a framework that is familiar to nearly all students in elec-
trical and computer engineering—that of a high-level pro-
gramming language. The C programming language was
assumed for the purpose because it is widely taught and
is used in the prerequisite course. In addition, students had
taken a course in digital electronics before this course. A
previous basic digital course provides a context for the
design with FPGAs on the board. To create a better con-
text, the course was placed after an introductory course
in signal processing that covered the concepts on digital
sampling and processing of signals. Furthermore, when-
ever appropriate, examples are provided of applications
using embedded systems in the other disciplines to which
the students are likely to be exposed. Skills learned in this
course equip students to deal better with the follow-on
courses in the real-time instrumentation and control, ap-
plications of the digital signal processing, operation sys-
tems, and senior year design project.

• Material is always presented with regard to its relevance
and appropriateness in the industrial and research setting
[3]–[5]. For example, students are taught that the struc-
ture of underlying hardware makes more efficient the rep-
resentation (5 ) as its mathematically equivalent form
of (4 ). This problem is often the same problem
that the Ph.D. students need in working with their designs
as well. Another example is how to perform a division op-
eration as a sequence of shifts and subtractions when the
underlying hardware does not allow one to do the division
directly. A further example is to illustrate that computers
have limited precision by showing that 1 is not
same as 1 when the variable is a very large
real number. In each laboratory exercise or lecture pre-
sentation, the immediate relevance of material and its ap-
plication in the latest high-tech product that has just been
released onto the market, or in the final stages of devel-
opment, is highlighted. This contextualization of material
generates considerable enthusiasm for the course among
students [10].
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• Providing flexible methods of course delivery [24], as-
sessment, and feedback is one of the essential aspects of
this course. The companion CD-ROM, self-checking tool,
online lecture material, weekly online quiz (followed by
formal tutorial sessions to enhance the student’s learning
experience), and provision for asking questions online on
the WebCT (the UNSW educational technology and flex-
ible teaching and learning tool) all allow students to learn
at their own pace [28], [29], solicit help when they need
it, and have an enjoyable learning experience. This feature
of the WebCT virtually provides for service seven days a
week, 24 hours a day [28].

• Another important aspect of the course is the provision
of effort, participation, and altruism (EPA). Students are
highly encouraged to assist each other in the laboratory
and participate in the online discussion groups on the
WebCT. They are rewarded for their efforts with extra
credits. This feature is especially important for non-Eng-
lish-speaking students who would not participate in the
class otherwise. The laboratory work is organized in small
groups of two students. This grouping further reinforces
the value of teamwork in a collaborative environment.

V. COURSE ASSESSMENT STRATEGY

One of the good features of this new course is its assess-
ment methodology that allows for flexibility while preserving
its integrity. The course has three compulsory, assessable com-
ponents: the weekly online quiz [30] (10%), the laboratory work
(20%), and the final exam (70%).

• The flexible online quiz for each week covers the material
presented in the lecture and the laboratory during the week.
Each quiz lasts 20–30 min depending on the degree of dif-
ficulty. One of the features of the quiz is that each student
sees a very similar, but not identical, set of quiz questions
presented in random order. This randomization of the ques-
tions allows student to discuss the quiz questions in small
cooperative groups [7], [12] without compromising its in-
tegrity. With the growth of the quiz question bank, as the
course has been offered over a longer period, the danger
of plagiarism in the online quiz will largely be eliminated.
Students are allowed two attempts at each quiz with the
average recorded as the quiz mark for the week.

• The laboratory component is perhaps the most difficult part
to assess. Students are expected to do most of the prepara-
tory work outside the laboratory, where they have consid-
erable flexibility. Since students are provided with the tools
on the CD-ROM, this expectation is very reasonable and
results in greater productivity. The checking scripts allow
them to check the correctness of their programs with con-
fidence. The assessment in the laboratory is based on a
system of checkpoints and on-the-spot marking by the lab-
oratory assistants.

To guard against plagiarism while allowing students to
learn in small groups in and out of the laboratory [2], [7],
other assessment strategies in addition to checking scripts
are relied upon. Students are asked to explain the important
concepts that they have used and learned from performing

the experiments. Each experiment is appended with a ques-
tion set that students are expected to answer in preparation
for assessing their checkpoints.

Active participation in student learning through group
discussions [2], [12], while at the same time administering
a fair and objective system of assessment in the laboratory
components, requires strict discipline and careful diligence
on the part of the laboratory assistants. The laboratory as-
sistants go through informal training on a regular basis to
help them with the management of the laboratory assess-
ment task.

• The final examination is a major assessment task con-
tributing to 70% of the total marks. However, preparing
students for it through a set of sample questions and
guiding students through those questions on the WebCT,
without actually giving away the final solutions, is a
valuable learning experience. This aspect of the course
has been especially beneficial and effective in assisting
student learning. Students can think through, try, and
analyze the problem first and then communicate and
interact with other students and instructors to reinforce
their understanding from the convenience of their home
[24]. This technique requires a total time commitment and
dedication on the part of the course instructors.

• In addition to the compulsory tasks, the optional extra
credit checkpoints for each experiment, the opportunity to
undertake a minor design project, and EPA allow students
to score more marks [14]. Many students attempt some
of the optional extra credit checkpoints, whereas the very
good students opt to do the mini projects.

VI. PEER REVIEW, FEEDBACK, AND EVALUATION

The new course on embedded systems has been in place for
four semesters. To date, 750 to 800 students have taken the new
course. Formal and informal student evaluations of the course
have been conducted in each semester. In addition, evaluation
from academic peers around the world and teaching and tech-
nical assistants has been obtained.

A. Peer-Review Evaluation

As part of the course evaluation mechanism, an international
peer review of the course has been conducted. Some of the re-
views have been unsolicited, and some have been invited. The
main aim of the evaluation has been to check the following:

• relevance of the course materials to the industry;
• organization of the materials;
• usefulness of laboratory documentation and exercises,

and their usefulness in the learning process;
• content and the organization of the CD-ROM;
• organization of the lecture materials;
• appropriate choice of tools;
• any suggestions that would make the course better.
Comments from professionals have been very positive and

constructive. The UNSW DSL and the course Web sites are
referenced by both ARM’s3 and Xilinx’s4 educational program

3http://www.arm.com/community/academy/resources.html
4http://www.xilinx.com/univ/xup/course.htm
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sites. The DSL Web site is also quoted by several academic Web
sites. The authors have received multiple requests for the use and
distribution of the course materials and additional information.
One of the distinguished academic authors commented:

I am impressed with the completeness of the package
of materials. The lectures cover the more “theoretical”
background material, while the laboratories cover essen-
tial practical aspects of the technology. The degree of
integration between the former and the latter appears to be
very high. They look to be extensive and of high quality.
It is a huge job organizing all these materials, and the
instructors should be complimented on their commitment
to pull something like this together!

Comments from the competent tutors and laboratory demon-
strators have been positive as well. One of the teaching assistants
for the course (a Ph.D. student), who had previously worked for
Motorola in the area of embedded systems, said:

The work carried out in the new Embedded Systems
course is quite similar to the job of a software engineer
working in embedded systems. In this kind of job, you’re
required to write a lot of software to deal with real time
events, and drive real devices. This sometimes surprised
students, when I would explain that, yes, what they are
learning is relevant to the real world! I think the course is
quite fun!

B. Student Evaluation

Tracking the student evaluation of the course on embedded
systems started from its last offering in its old form until its four
subsequent offerings in its new form. The overall student sat-
isfaction ratings with the course obtained through the formal
evaluation over five semesters were 2.15, 3.85, 2.95, 4.45, and
4.75 on a scale of 1 to 5. The sharp rise from 2.15 to 3.85 (1.70
points) is a result of the introduction of fundamental changes
to the course as discussed in the previous sections. The further
refinement of the course included the introduction of the op-
tional tasks for each experiment and improvement in the presen-
tation of the lectures. This refinement contributed another 0.10
improvement in the overall rating. Introduction of the weekly
online quiz and better course coordination added another 0.50
points to the overall rating. Extensive participation in the online
discussion groups on the WebCT, introduction of formal tuto-
rial classes, and further refinements of online quiz, lecture pre-
sentation, and laboratory documentation improved the rating by
another 0.3. Students gave full support to the course. One par-
ticular aspect of the course about which students were very pos-
itive was the level of integration and coordination between the
various components of the course and the provision of online
support on the WebCT.

Comments from students largely paralleled the peer review
comments.

“This was a very complete course, I really liked the labs
too. I found them very helpful in understanding why ev-
erything was the way it was.” “It is a very well thought out
and planned course.” “Lecture notes were well organized.”
“I have really learned a lot from the course and it has been

a pleasure undertaking it, though tough, but very consistent
and thorough taught course.”

This new course is offered as a complete package, and since
its introduction, the failure rate has steadily reduced. The failure
rates for the past five offerings of the course (one in its old form
and four in its new form) have been 39%, 28%, 25%, 19%, and
16%. The change in the average class mark shows a similar pat-
tern. One important indicator of the success of this course for
us was the four-fold increase in the number of students wanting
to do their design projects or summer scholarship projects in
the DSL. This decision demonstrates improved skills and higher
confidence level among students participating in design projects
in embedded systems. In the student survey conducted in June
2005, 87% of the students indicated that they would be inter-
ested in taking a further advanced course or a final year project
in the embedded systems design area if they are offered. The
laboratory had the highest number of summer scholarship stu-
dents in 2004 (50% of students in the school).

VII. CONCLUSION

This paper presented a case study in international collabora-
tion in course design and development in computer-based and
embedded systems. Such collaboration is important in both re-
ducing development costs in developing up-to-date and increas-
ingly sophisticated courses and in fostering good relations be-
tween peer departments. The authors are not aware of similar
collaborative teaching work of this scale anywhere else in the
world.

The most helpful aspects of the course redesign and the
Digital System Laboratory overhaul include the state-of-the-art
programmable hardware platform, the companion CD-ROM,
clear laboratory exercises, flexible learning environment, and
online support. These aspects, coupled with industry-standard
GNU development tools running under the Linux OS, give
students an insight into the hardware and software aspects of
real-world embedded systems.
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