component count and reduced gyeconsumption over its processor”|EEE J. Solid-State Giuits, vol. 27, no. 1, pp. 1555-1565,

2-phase equivalent. Nov. 1992. . L
This result opens up the issue of 2-phase versus 4-pt*7} g}(t'c' ﬁ?gggfgg’ M'lizr_nl’sg“\llu;@sae"s’ VLS programming,” in

asynchronous design. The present asynchronous ARI ' PP: ' '

interfaces at asynchronous boundaries have been routir

designed in a 2-phase protocol. From the results shown t

it seems likely that for future versions of the asynchrono

ARM many design areas, if not all, will be predominately «

phase.
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phase, where all control signals must return to zero, is now
required. Forward propagation of an event is of the order of
the n-type single-phase transparent latch delay showabie T

IV, which is equivalent to that of a fast-forward 2-phase latch
control structure. Minimum cycle time however has been
reduced to just 12.7nS compared with 19.1nS and 16.8nS for
the normal and fast-forward versions of the 2-phase micropi-
peline control circuit, respectivelyt would seem therefore
that the 4-phase control circuitfefs greater benefits over its
2-phase equivalent in both performance and component count
and area. Howevghere the main area of interest in asynchro-
nous logic is in its power saving features, sognégures for

both circuits must also be compared.

By adding the total nodal capacitance switched (ignoring
intermediate nodes on stacks and external loading capaci-
tance) for the latching and passing of a single data packet, an
out for worst case conditionsafile VI shows the timing approximate comparison of eggrused in each control cir-
results obtained for a 32-bit datapath latch constructed uscuit can be made. Adding the switched node capacitance for
single-phase transparent latches and with the approprthe 2-phase micropipeline control circuit, shown in Fig. 10,
output loading on theAin andRout signal wires. gives a total switched capacitance figure of 5.20pFthe
passing of a single data packet. For the 4-phase micropipeline
control circuit, shown in Fig. 12, the total switched capaci-
tance for the passing of a single data packet is 4. Ihiéfig-
ure shows that the 4-phase micropipeline control circuit will

\)
Z Internal 7~ External
Action Action

Fig. 14. 4-Phase bundled data interface protocol

TABLE VI
4-PHASE MICROPIPELINECONTROL DELAYS

Path Delay have an engy consumption 20% lower than that of its 2-

phase control equivalent.

Rin 1t to Routt 4.0nS These results suggest that the construction of a 4-phase

. : micropipeline based on the circuit shown in Fig. 12 will have

Rin 1 to nAin 3.2nS a greater performance, lower eger consumption and

nAout | to nAin 1 3.8nS reduced control area and component count over an equivalent
length 2-phase micropipeline based on the circuit shown in

nAin 1 to Rint (nAoutt to Routt) 1.7nS Fig. 10.

Cycle Time 12.7nS V. CONCLUSIONS

The design of the asynchronous ARM microprocessor has
. . Co ’ shown the feasibility of constructing a complex commercial
mlcrpplpgllne control C'r.cu't’ this being the sum of th? pro'microprocessor architecture using Sutherlamicropipeline
ggqtlog t:)me_s shownt. I?g. ﬁ shq\t/;/‘st.hqw t?e cycle rt]lme V\approach. Howeveranalysis of the resulting design has
f erive h €ginning at sTer\]ge_ n, WII |m|bngt |gurests own shown that there are many areas of this design where perform-
ctJr eac 1corrr]1ponetﬂ : etlrlmer ng,h ;\geen sftage " ance improvements can be made. This paper has considered
m?]eagl;n,oivlgsvgse siz:zje 00p whic owatter an he pasic micropipeline structure emplpyed in. the asynchro-

nous ARM and has looked at alternative design methods to

The results show the minimum cycle time for the 4-pha

- PIPELINE———— see how this structure, fundamental to the whole design
approach, can be improved.
STAGE n-1 STAGEn STAGE n+1 The introduction of single-phase transparent latch struc-
Rin Rout Rin _ Rout Rin Rout tures, rather than the more conventional pass-transistor trans-
——— L

nAin

;T
|
|
\

~

| '@
1 e

of

nAout

nAin

nAout

nAin

nAout

The figures in @ble VI show a major performance
improvement over those of the 2-phase micropipeline cc
trol circuit of Fig. 10 (see able V), even though a resef

Fig. 15. 4-Phase control circuit cycle time

parent latch approach originally adopted, has been shown to
reap benefits in control speed and component count at the cost
of increased latch size and slower data propagation speed.
These latch structures have however been shown to have the
potential for significant power savings, this being the original
project aim for the design of the asynchronous ARM micro-
processar

A more fundamental design issue is raised with the com-
parison of performance of a 4-phase micropipeline control
approach with that of a 2-phase approach. A 4-phase control
circuit, optimised for single-phase transparent latch struc-
tures, was found to have improved performance, reduced
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Inl—y—4 l—v<}—l
Rout .
ou . j Do out
Cdn },l

C1 gate with reset low

Fig. 12. Optimised 4-phase micropipeline control circL wk
In2—e—
The C1 gate has a reset low sign@tn, this being out
required for initialisation. This gate has the following prc q nout

duction rules:-

Inl———

| F TnIeIn2eIn3 THEN Out - low,

ELSE I F In1 THEN Out - high,
ELSE no change iOut.

C2 gate
Similarly the production rules for C2 are:- Fig. 13. Unbalanced C-gate transistor circuits
= Rout cannot be generated umiout returns high due to the
| F In2 THEN Out - low, . ) ! .
ELSE | F Inlin2 THEN Out  high interlocks in C2. If the interlock betwe&out and C1 did not
ELSE no change iOut ' exist then in this condition it would be possible for input

requests to carry on cycling at the pipeline input, thus losing

The C2 output signahOut, provides an early inversion data. This interlock ensures that a vakolt must be gener-
of Out. From the above production rule it can be seen ﬂated, as well as a valithout, before C1 can be reset and thus

reset is not required for C2 as on initialisation of [@2,of ma_llf;]r?g_trle Ilatcl? tr:;nsparentt_. . traint on the latch ci
C2 will be reset low forcin@ut of C2 low as required. IS Interlock enforces a iming constraint on the fatch cir-

Therefore after initialisation the optimised 4-phase COcuit and thus this circuit cannot be deemed truly delay-insen-
trol circuit will haveRin andRout low, nAin andnAout high, sitive. On resettin@Rot to zero the low signal tn3 on the

andEn high, meaning the corresponding datapath latch Cgate C1 will be removed disabling the upper stack. This how-
cuit will be t’ransparent ever must occur beforgin is reset after new data has been

A valid request to the control circuit will be signalled b,Iatched into the pipeline stage. If this was not the case then

Rin going high. This will fire the gate C1, forEe low thus input data into the latch would be lost before being passed on
closing the data latch and generate an acknowledge bac

to the next pipeline stage. It can be seen that for this to occur
the sendersignalled bynAin going low The output of C1 Rin must first go high, thus latching new data, and then low

; ; ; 4 ; ; that is twice around the input loop. Compared with the internal
going high wil also fire C2, which has been primed binversion in C2 from the C1 outptd the C1 input stack, this
is a much longer data route. Thus by keeping these compo-
nents closely coupled this phenomenon can be avoided.

Fig. 14 shows the basic bundled data protocol sequence for
passing one bundle of data through a 4-phase micropipeline
control stage. Note that the acknowledge signails, and

Aout, are shown non-inverted for clarity

nAout being high. This then generates a valid request o
Rout going high, signalling that data is ready to the ne
pipeline stage.

The firing ofRout then primes the C1 gate by setting
low, this interlock will be explained late€1 then acts as a
rendezvous for the resetting of the input requeist,and a
valid output acknowledgeAout going low which signals
that the latch data has been consumed by the following st¢ - . —
After this rendezvous the latch is reset to its transparent S'C' Perforr_nange of the Optimised 4-Phase Micropipeline
with En going high,nAin is reset high an&out reset low Control Circuit
The input stage is therefore now ready to accept new in  Observing the circuits shown in Figs. 10 and 12, one obvi-
data requests, wheRin goes high the next latching actiorous benefit of the 4-phase micropipeline control circuit is the
will occur. reduced component count. Comparing standard cell layout for

New data can therefore reside in the latch stage ewboth these circuits shows that the 4-phase control circuit area
though the output acknowledge signafout, has yet to is half that of its 2-phase equivalent.
reset thus allowing adjacent latch stages to hold data. Avi Again SPICE simulations have been run on extracted lay-
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Fig. 11. Simple 4-phase micropipeline structure

ARM chip, all asynchronous control has been based on eprotocol.

phase, bundled data, transition signalling interface protoc This simple 4-phase micropipeline circuit behaves in a
whether the asynchronous block elements be a micropivery similar manner to that of the Sutherland micropipeline
line latch stage or a 32-bit by 32-bit multipli#o construct circuit shown in Fig. 4. However this circuit has the following
efficient latch structures for datapath design some form ofrestriction; a latch can only be occupied if the following adja-
phase to 4-phase conversion is required for their conticent latch is transparent. Comparing the component count
with a corresponding 4-phase to 2-phase conversionwith that shown in Fig. 10 this would at first appear to be a
return back to the 2-phase transition signalling interface. Tsmall sacrifice, in the simple 4-phase micropipeline each stage
exclusive©R gate andloggle, shown in Figs. 6, 8 and 10,requires only a C-gate and inverter fieufto drive a 32-bit
basically perform this 2-phase to 4-phase and 4-phase tdatapath latch constructed of the n-type single-phase transpar-
phase conversion, respectively ent latches shown in Fig. 9.

The use of a 4-phase data bundled interface woit However if the pipeline backlogs, which will eventually
remove the need for these elements. The 4-phase protoccur if data is fed into the pipeline at a greater rate than data
however requires a reset phase where control signals nis removed, this property will mean that only every other pipe-
return to zero. This reset phase mdgafperformance and line stage can be occupiedfegtively halving the pipeline
also make the control at the asynchronous interface mdepth. Therefore to obtain the equivalent pipeline depth to that
difficult to follow than the 2-phase transition interfaceof a 2-phase transition signal controlled micropipeline, the
which can be considered somewhat cleaner number of pipeline stages would need to be doubled, doubling

Other asynchronous design methodologies such as the area occupied, pipeline latency and cycle time.
adopted by van Berkel [17] use only 4-phase handshake [ This simple micropipeline approach is therefore undesira-
tocols and are based on fully delay-insensitive approacheble for the micropipeline structures used in the asynchronous

ARM. The following section looks at the design of a micropi-
A. 4-Phase Micropipeline Control Circuit peline control circuit which, although not fully delay-insensi-
tive, could be used under certain engineering constraints to
build micropipelines with a 4-phase bundled data interface.
This implementation allows the simultaneous occupation of
adjacent pipeline stages thus allowing full occupation of all
tpipeline stages when a pipeline becomes backlogged.

Fig. 11 shows a simple 4-phase micropipeline circui
Here C-gates are used to drive the latch control sighadf
a single-phase transparent latch direcilye signalltd, is
used to detect latch completion.

On initialisation all latch stages will be transparent wi
all control signals lowwWhenDin is valid a request will be . . - o
generated on the pipeline input witm going high. The first B. Optimised 4-Phase Micropipeline Corttrol Circuit
stage C-gate will be primed after initialisation and thus tI  Fig. 12 shows an optimised 4-phase micropipeline control
latch signalLt, will go high latching the input data. circuit which overcomes the problem described above of the

After latch completion,Ltd will go high, this being simple micropipeline circuit of Fig.11
steered to the second stage C-gate and back to the sende The control circuit shown has been designed to enable
Ain. This signals that the data has been latched and cardirect comparison with the 2-phase transition signal circuit
removed, and that the reset phase, returRingo zero, can shown in Fig. 10 and therefore has enough drive capability for
begin. a 32-bit datapath latch constructed using n-type single-phase

The second stage will then latch as the first, with the stransparent latches. Note that the acknowledge sigméls,
ond stage latch completion signal being forwarded to tandnAout, are inverted. This circuit uses C-gates with unbal-
next stage C-gate and being fed back to the first stage iranced input stacks to provide the required interlocks for the 4-
C-gate. This will rendezvous with the resettingRoi, set- phase control to enable adjacent latch stages to hold data
ting the first latch stage transparent and on completion, ressimultaneouslyFig. 13 shows the transistor circuits for gates
ting Ain low and completing the 4-phase handshalC1 and C2.
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Fig. 10. Single-phase latch micropipeline control circuit

single-phase transparent latch (ignoring external out%'r le desian
loads). This figure suggests that replacing pass-transis 99 an.

AR The circuit operates in the same way as that shown in Fig.
transparent latches with single-phase transparent Iatche:6 but benefits in speed due to the simolified driveicbiair-
the asynchronous ARM datapath will result in a 30’ P P

increase in dynamic power related to datapath data ﬂ‘cuit.and _removal of the C-gate. A fast-forward version can
based on théIZCVZ formula again bg implemented by wirirRput Q|rectly from the output

We have already seen that a 32-bit wide datapath c'Of the input C-ggte, howe\get‘ne. smgle—pha_tse transparent
structed using single-phase transparent latches fes eiIatch data delay is more than twice that of its pass trqnsstor
tively half the capacitive control loading of its passequwalent and some form of delay line may be required to

. . . . meet the bundled data constraint.
transistor equivalent. If we consider the gyefor latching . . .
. . . SPICE simulation results under worst case conditions of
a single 32-bit data value where all bits change state, w

; extracted layout of the single-phase micropipeline control cir-
the latch then returning to a transparent state, at a suf_ . . ; . .
. S cuit are shown indble \/ with appropriate output loading and
voltage of 5¥we obtain the following; ; o
. ) full loading for a 32-bit single-phase datapath latch orkEthe
Pass Tansistor Latch:-

latch control = 52pJ line included.
_ total =176pJ SINGLE-PHASE LATCH MICROPIPELINECONTROL DELAYS
Single-Phase Latch:-
latch control = 26pJ N | Fast.F q
datapath = 160pJ Path [;)rlma asD- Iorwar
total = 186pJ clay clay
This assumption gives remarkably similar total figure | min, 10 Rout 6.3nS 4.0nS
for the two latch styles. Howeveétis highly unlikely that all
data bits will change for every data value as data flor| Rinto Ain 6.3nS 6.3nS
through the datapath pipelines. Assuming that, on avera :
half the data bits will change gives egefigures of 106pJ | Aout to C-gate primed 6.5nS 6.5nS
for the single-phase latch structures compared wigpl Cycle Time 19.1nS 16.8nS
for the pass-transistor structure tilting the balance inggnel

saving in favour of single-phase latch structures. This figt )
may well be further improved on for a particular applicatiol . The results show estimated values for a fast-forward ver-

for example in an incrementing loop only one bit will togg!Sio" of the single-phase latch micropipeline control with a
in 50% of all data changes. request in to request out figure of 4nS, which is of the order of

the data in to data out delay of the n-type single-phase trans-
parent latch design.
These figures show a considerable improvement over those
shown in Bble II. Both request forward propagation time and
The use of single-phase transparent latches for datafcycle time for the normal pipeline structure have been reduced
registers greatly simplifies the required control circuit. Filby 30%, using single-phase latch structures.
10 shows the control circuit for the n-type single-pha: * The simplified control circuit also has the added benefit of
transparent latch style. being more enegy eficient as there are now fewer nodes to

~On initialisation the latch will be transparent wiim  toggle as data flows through the pipeline control circuitry
high. An inversion is applied to the input of theygle cir-

cuit to correct the polarity of the first, and subsequel IV. 4-P4ASE MICROPIPELINE CONTROL
events. This inversion is hidden within tfieggle circuit
design and produces no extra delay over a non-inverted in

A. Micropipeline Implementation for Sngle-Phase Trans-
parent Latch Structures

So far and also in all design areas of the asynchronous



tion with the performance of the actual silicow. dchieve
performance goals set for future versions of the asynch
nous ARM microprocesspsignificant improvements in the
above figures will be required.

Il. SINGLE-PHASE TRANSFRARENT LATCH STRUCTURES

From the control circuits shown in Figs. 6 and 8 ¢
improvement in cycle time could be achieved by removir'
the C-gate which detects the changes on both latch en:
wires and connecting theen signal directly to th&oggle.
Although this is not a purely “delay-insensitive” implemen
tation, as th&oggle may possibly be activated before e
line has fully switched, one couldgare that safety mgins
would be adequately met.

The use of single phase latches would legitimate
remove the need for this C-gate and also simplify the dri
buffer circuits as only one phase would be required. The
of single-phase latch designs has been extolledulay énd
Svensson [15] whose true single-phase transparent e
structures have been shown to produce high-speed CM
latch designs with clock speeds of the order of 200MHz [1!
Fig. 9 shows static versions ofiadh and Svenssa@true sin-
gle-phase transparent latch structures.

Il

In—e—
wk
nEn—
Out
_| 4
i
p-type (transparent low)
wk wk
In—s— +—
Out
En q q

n-type (transparent high)

Fig. 9. Single-phase static transparent latch structure

Two versions of single-phase latch structures are shov
a p-type latch, which is transparent whn&m is low;, and an
n-type latch, which is transparent when is high. When
transparent, input data will propagate through the lat
structures to their outputs. When the latch control switchi
for examplenEn goes high for the p-type latch, input dati

prevents this node from drifting high and spuriously changing
the latched data state by turning on the n-type pull-down tran-
sistor in the second transistor stack.

The weak pull-up transistor in the n-type latch performs a
similar function, preventing the second stack data input node
from drifting low,

Compared to the conventional pass-transistor latch shown

n Fig. 5 the single-phase transparent latches have a greater
transistor component count (almost double). For comparison,

the n-type single-phase transparent latch has been laid out

within the asynchronous ARM datapath pitch, using mini-

mum size transistors on the latch enable line and identical size
transistors for the inverter output driver as used in the asyn-
chronous ARM datapath pass-transistor latchedleT Il
shows a comparison of the capacitive loading of the latch con-
trol lines for a 32-bit wide datapath register

TABLE 1l
LATCH CONTROL CAPACITIVE LOADING FOR 32-BIT
DATAPATH REGISTER

Latch Control Capacitance
Pass Tansistor Latch En 0.93pF
nEn 1.15pF
Single-Phase Latch En 1.04pF

The single-phase transparent latch structure has half the
effective control load capacitance of its pass-transistor equiv-
alent on its latch enable line, due to the removal of the require-
ment of complementary lines and use of minimum size
transistors. For the pass-transistor latch circuit, any further
reduction in the size of the pass circuit transistors will result
in increased edge times on its internal nddes decreasing
the circuit performance. This reduction in capacitance will
have significance for the elggrconsumption of the two latch
styles as will be shown later

Table IV shows comparative worst case SPICE simulated
results for the two latch types with similar output load. As
expected the single-phase transparent latch has a slower data
throughput than that of the pass-transistor latch design.

TABLE IV
COMPARISON OF LATCH DATA PRORGATION DELAYS

Path Delay
Pass Tansistor Latch: Data in to Data out 1.4nS
Single-Phase Latch: Data in to Data out 3.7nS

flow to the inverter and weak feedback data retention circ

is disabled by the double input stack and data is stored. F

ther changes on the input signal will therefore have featef
on the stored data.

By comparing the data route node capacitance (ignoring
intermediate nodes on stacks) of the two latch styles an
approximation of their respective eggrconsumption can be

A weak pull-down transistor is connected to the dacalculated. Summing the nodal capacitance for the pass-
input node of the second transistor stack on the p-type lattransistor latch circuit gives a total capacitance of 0.31pF
When this stack is disabled in the latched state this transicompared with a total nodal capacitance of 0.40pF for the
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Fig. 8. Asynchronous ARM fast-forward micropipeline control circuit

Any depth of pipeline can easily be constructed by ce TABLE I
cading these latches and control circuits. MICROPIPELINECONTROL DELAYS

A variation on the control circuit shown in Fig. 6 is show
in Fig. 8. Here th&out signal is directly wired from the out- Normal Fast-Forward
put of the input C-gate. For this circuit to meet the bundlir Path Delay Delay
constraint the latch data throughput must be faster than
Rin to Rout propagation time. This control circuit mus!| Rinto Rout 9.1nS 2.0nS
therefore be used with care to ensure that this constrair [—; -
met. Note that the original control circuit shown in Fig. 6 h¢| RINtOAIN 9.1nS 9.1nS
atla!g::* safety main which easily meets the bundling con | gt to C-gate primed 9.3nS 9.3nS
straint.

The benefit this circuit has over the original control cii| Cycle Time 27.5nS 20.4nS

cuit is that the input to output request propagation delay
fa.Ster gIVIng a lower |atency latch circuit. The latch CyCl!behind the data for a Sing|e micropipe”ne Stage_

time is also reduced though the input acknowledge evi  However in many cases, some form of data processing
must still wait for the latch to close to ensure that the |attakes p|ace between micropipe“ne stages and it is thus possi-

set-up and hold times are not violated. ble to “hide” some of this processing delay within the micro-
_ o pipeline latch control timing. Any cases where the data
B. The Asynchronous ARM Micropipeline Performance propagation due to data processing is longer than, or of the

To analyse the performance of the asynchronous Aforder of, the control forward propagation delay will require
micropipeline control circuits SPICE [14] analyses ha€Xtra delay in the form of matched path elements or a delay
been performed on extracted layout from the design fine, to ensure adequate safety gas.
worst case conditions (Vdd=4.68low-slow process corner ~ Where a pipeline has no processing between stages the
at 100°C temperature), the design being implemented ofast-forward micropipeline control circuit can be used to

1um, double layer metal CMOS process. achieve minimum latency o
Table | shows the simulated delay through a single da The minimum cycle times for micropipelines constructed
path latch element with appropriate output loading. using the control circuits of Figs. 6 and 8 are also shown in
Table II. The minimum cycle time possible is the sum of the
TABLE | forward event propagation deldyi to Rout), the latch delay
DATAPATH LATCH DELAY for the next pipeline stag®if to Ain) and the latch recovery

time to prime the C-gate ready for the next input data event
(Aout to C-gate primed).

One of the main concerns of the present asynchronous
Data in to Data out 1.4nS ARM design is the cycle time of the micropipeline latch
stages. A micropipeline constructed with the normal latch
control stages has a cycle time under worst case simulation
conditions of 27.5nS, giving anfettive maximum frequency
. . of operation of 36.4MHz. A micropipeline constructed with
capacitance for a 32-bit datapath latch onEheand nEn the Ff)ast-forward style control sta%gs has a cycle time of

lines. L . . .
. . 20.4nS, giving an &ctive maximum frequency of operation
These results show that once valid data is presented al ot 49 0M?—|z g a y P

latch input this data will be propagated to the latch output
1.4nS. For a normal micropipeline control circuit the reque
forward propagation time is actually 9.1nS, more than 7

Path Delay

Table Il shows the micropipeline control simulated dela
again with appropriate output loading and full loadin

The performance predictions of SPICE simulations carried
out on various areas of the design have shown good correla-



with the single instance in the conventional latch. The toandRout andAout performing the latch output handshake pro-
gate capacitance loading on t@eP, nC andnP lines will tocol. The control signalEn andnEn are used to drive the
therefore be four times that of the total gate capacitarlatch enable lines of the 32-bit datapath registers.
loading on theEn andnEn lines; the former will however  This circuit introduces two new event control blocks. The
change state only once per data transfer whereas for the exclusive©OR gate acts as a nggr for events, an event on
ventional latch structure, two state changes are required. ‘either of its inputs will generate a corresponding event on its
conventional latch thereforefefs considerable erggr sav- output. TheToggle circuit acts as an event steer; after initiali-
ings, switching half the gate capacitive load on its contisation the first event is steered to its dot output, the second to
wires each cycle, compared with the capture-pass latch. the blank output, the third to the dot and so on with input
events being steered to alternate outputs.

After initialisation the latch will be transparent with all

wk

;l event lines lowAn event onRin will therefore propagate

nC C P nP

through the primed C-gate, exclusi@& and drive buer cir-
cuitry closing the transparent latches 3ense that these

In out latches have fully closed th#n and inverteden lines are
connected to a C-gate. When both latch control signals have

E changed state an event is propagated through the C-gate and

Toggle generating an output requ&siut, stating that the latch
wk output data is now valid, and an input acknowle8ige stat-
CMOS capture-pass implementation ing that the input data can be removed. Any subsequent input
requests will now be stalled by the input C-gate.
nEn e An output acknowledge ofout signals that the latch data
has been consumed, this event propagating through the exclu-
In Out sive-OR and drive buer circuitry to open the latch. The C-
gate again detects that both latch control signals have changed
En state, the subsequent event being steered througbfdie to
Conventional pass-transistor transparent latch its blank OUtPUt to prime the inpUt C'gate ready for the next
input request. This signals that the latch is now transparent
and therefore the cycle can begin again. Fig. 7 shows a timing
diagram illustrating the above.

Fig. 5. Pass transistor and capture-pass latch structu

The conventional transparent latch approach leads t
very eficient 32-bit wide datapath implementation. How
ever the required control for this latch requires a 4-phe Rin
protocol, compared to the capture-pass style approach wt
uses a 2-phase protocol. Therefore to meet the interface |
tocol required for the 2-phase transition signalling approar
extra components are required over the Sutherland micrc

peline approach to implement the 2-phase to 4-phase ¢ gp Q% ./ \
T

Ain

DATA

versions. Fig. 6 shows the micropipeline control circu
implemented on the asynchronous ARM, including thé&bu Rout
ering circuits required to drive the full 32-bit wide datapat

T(WI(

registers. Aout
The 2-phase transition signal protocol is preserved w
Rin andAin performing the latch input handshake protoct Fig. 7. Micropipeline control circuit timing diagram
Rin Ain

A

i

; >
: 1o

TOGGLE

Aout En nEn Rout

Fig. 6. Asynchronous ARM micropipeline control circuit



and wiring. Once the data bundling constraints are met The sender can now prepare the next data for the pipeline.
micropipeline approach can be considered delay-insensiti  This event is also propagated forward down the pipeline
This basic concept of a ‘2-phase bundled data protocthrough a delay element to the C-gate controlling the second
can be expanded to build FIFO structures known as micrccapture-pass stage. The delay element represents any required
pelines. Sutherlans’approach describes the use of a cacontrol delay to ensure that the data is valid at the data input
ture-pass latch as a data storage element. Fig. 3 showsof the second stage prior to a capture event being issued.
basic structure of a capture-pass latch. As the second stage C-gate will be primed after initialisa-
tion a capture event will be generated and thus the data will be

jcapture 1 Pass | latched. OrCapture Done the second stage latch will forward
, ; g™ an event to the next stage and also send an event back to the
&I . preceding stage to signal that the input data can be removed.
Din — ! Dout M5 E > This event activateRBass on the first stage latch thus returning
t;:"%j § it to its transparent state and, on completion,Rass Done
: i cd event primes the input C-gate ready for the next input event.

-
—»T

iCapture . This process continues down the pipeline until an output
Done Pass request is generatedRaut.

Further data can be input into the pipeline; howetrer
pipeline will gradually fill if the data is not removed from the

The capture-pass latch is transparent until an event occoutput and will eventually stall at the input C-gate at the first
on itsCaptureline. This causes the latch to hold any data thstage after four data elements have been latched. New input
was on its input lineDin, at that time. Th&apture Done  data aDin with a corresponding event &n cannot progress
event signals that the capture operation has compleeedl. until the first stage capture-pass latch becomes transparent
now represents the captured data, any change of d&taonwhich is similarly stalled on the second stage and so on. An
will have no efect on this value. An event dess signals acknowledge event from the receiverAmut signals that the
that the latch contents have been consumed and that the [data onDout has been consumed thus enabling the pipeline
can return to its transparent state, ready for the next ddata to progress a stage further and generate &oghevent
value and input event. The evétass Done signals the com- With its correspondin@out. This describes the basic First-In
pletion of the pass operation. First-Out property of micropipelines.

Capture-pass latch structures can be chained to forr
FIFO or micropipeline structure with the use of the MulleA. Micropipeline Implementation in the Asynchronous ARM

C-gate [13] to ensure correct operation of the bundled d  ope of the main areas of design in the asynchronous ARM
protocol or handshake control. The Muller C-gate acts asyyhich incorporates the micropipeline technique is the 32-bit
AND function for events. Each input of the Muller C-gatyjge datapath. The datapath is a high density custom layout
must receive an event before an event is propagated ce|| design where transistor count and density are at a pre-
output. Fig. 4 shows a basic micropipeline structure.  miym. For this reason the building of latch circuits based on
Here the Muller C-gates are shown with an inversion the capture-pass approach was considered too costly in area
one of their inputs. On initialisation all C-gate outputs Wigng transistor count and a more conventional latching circuit
be zero, the inversion therefore primes the C-gate for firigyr,cture was chosen.
on the first event received ain. When valid data is pre-  Fig. 5 shows the latching structure chosen, a pass transistor
sented aDin an input request will be generated by thyansparent latch structure, along with a proposed CMOS cap-
sender in the form of an eventim. This will cause the first ture-pass latch structure. Note that this capture-pass imple-

stage to capture the data. On completion of the capturementation has four transmission gate structures compared
acknowledge is returned to the sender via an eveAiron

Fig. 3. Capture-pass data storage element
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Fig. 4. Sutherland micropipeline structure



Investigation into Micropipeline Latch
Design Styles

Paul Day and J.V. Woods

Abstract— An asynchonous implementation of the ARM considerable performance improvements may be possible in a
microprocessor has been designed and fabricated based oinumber of key design areas. The micropipeline latch design
Sutherland’s Micropipeline approach. Reviews of this work style chosen for the asynchronous ARM implementation is

have shown that considerable performance immvement may  consjdered as an area where improvements can be made.
be possible in a number of key design ams. This paper

assesses the effects of diffemt design styles on the miapipe-
line latch structures used.
The original design has latch structues based on pass-  The micropipeline approach uses bundled data with a 2-

transistor transparent latches. An evaluation of the use of sin- phase transition signalled handshake protocol to control data
gle-phase transpaent latch structures is given plus the appli- transfers, see Fig. 1.

cation of 2-phase and 4-phase cordl techniques.

Il. MICROPIPELINES

|. INTRODUCTION Request >

The present increase in awareness of power dissipatiol Data
high performance CMOS microprocessors has led to sender > receiver
upsuge of interest in asynchronous design as a low-pow
technology From high performance processors having <
power consumption of 20-30 aifs to the growth in con- " Acknowledge
sumer demand for hand-held battery-powered equipme
the power issue is now one which cannot be ignored. Fig. 1. A two-phase bundled data interface

Asynchronous design is not new [1-6] but hagdar ) ) .
been neglected by contemporary digital designers w The interface between sender and receiver consists of a

instead have opted for the clocked, globally synchronisebundle. of data which carrigs information (using one wire for
approach. Wh the observation that synchronous logi®&ch bit) and two control wireBequest from the sender to the
design is beginning to reach serious limits with regard '€Ceiver carries a transition when the data is valitnom-

clock distribution and skewasynchronous design (Whereedgefrom the receiver to the sender carries atransmon_when
global synchrony is abandoned) would seem fer afigni- the datg has been u§ed. The protocol for this sequence is illus-
icant benefits, being free from these design problems. altrated in Fig. 2. Th|s defines the sequence in which events
by their very nature, asynchronous circuits only useggnefMust occurthere is no upper bound on the delays between
when doing useful work. consecutive events.

To investigate whether an asynchronous approach wo
offer significant advantages in the design of RISC micr
processors over more conventional methods, an asynct
nous implementation of the ARM processor [7] has be
designed and fabricated [8,9]. The asynchronous methoc
ogy applied to this design was based on Suthesdan
“Micropipelines” [10], this being chosen over other asyr
chronous methodologies as being the most practical, w
the right balance of engineering cost and performance. Senders , Receiver's

Resulting silicon has been proved to be functional, ex Action = Action
cuting programs generated by standard ARM developm:
tools such as the assembler and C comitierformance fig-
ures, howeverfrom this first prototype implementation dc  Other asynchronous design styles such as dual-rail encod-
not show any major benefits over the equivalent synching, where each Boolean is implemented on two wires to
nous design [1]. Evaluation of the design has shown théllow the timing information to be communicated for each

. . ata bit, are considered to be delay-insensitive [12]; that is
The authors are with the Department of Computer Science, The . s - . .
University Oxford Road, Manchestevi13 9PL, U.K. théy are insensitive to variations in the delays of logic gates
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Fig. 2. Bundled data interface protocol



