strong relationship between its semantics and non-deterministic, concurrent behavior of asynchronous systems (Martin 1986, Brunv. 1989).

To support the design of AMULET1, a methodology for using occam, a CSP based parallel language that supports synchronous, unbuffered interprocess communication, for building Register Transfer Level executable models of asynchronous architectures has been developed (Theodor. 1994a) Using this methodology, an asynchronous architecture is modeled as a set of concurrent communicating occam processes. The processes are entirely data-driven, and self-scheduled. Two channels are used for the synchronization of communicating processes, one for Request/data and one for the Acknowledge signal. To describe the non-deterministic behavior of arbiters, the occam ALT statement is used.

**TIMING ISSUES**

The distributed nature of occam introduces a problem typical in distributed simulations, namely the problem of enforcing and maintaining strict temporal precision so that preemptions are avoided and causality
Since processes are data-driven, time is not required for synchronization and the correct operation of the ocam simulation model (Theodor, 1994a). However time is still needed if the simulation model is to be used for a performance evaluation of the architecture; in order to get accurate performance results preemptions should not be allowed to occur.

In distributed simulations, preemptions occur if merge modules consume and process input messages from different channels in nonincreasing timestamp order. In a micropipelined architecture, micropipelines may be merged in one of the following ways:

- **Synchronous merge.** A functional module has to wait for all input data to become available before it starts its operation. This is the case when a Muller-C element is used for the corresponding request events. In the simulation model, the ocam process has to wait for all input channels to “fire” and therefore no preemptions occur.

- **Data dependent merge.** The functionality of the system dictates the order in which messages from different source processes should be consumed and processed. This situation is implemented in hardware using a combination of a select and a call or xor. The process in this case behaves as a single input module, hence causality is not violated.

- ** Arbitrated merge.** The order of arrival defines the order of consumption. If events from two micropipelines arrive at the same time, an arbitrary choice is made (arbiters); generally, this order will be different that the order in which the ocam channels in the corresponding ALT fire and thus preemptions occur in this case.

The solutions that have been devised to deal with time modeling problems in distributed simulations fall into two categories, namely optimistic and conservative (Fujim, 1990). Conservative approaches will not let a process consume an event unless it is guaranteed that such a consumption will not cause any preemptions. This philosophy leads to deadlock situations. Three main techniques have been suggested to overcome this problem.

Deadlock Detection and Recovery techniques (Chandy 1981) allow the simulation to deadlock and then use a separate mechanism to detect if a deadlock situation has occurred and break it.

Synchronous approaches are based on global synchronization techniques in which periodically a global synchronization function is performed to enable the processes decide which events are safe to process.

Deadlock Avoidance methods (Chandy 1979) make use of Null messages to avoid deadlock situations. These techniques require that whenever a process finishes processing an event it sends a Null message to all its output links to inform its peers of its current clock value.

From the three aforementioned main conservative techniques, deadlock avoidance has the highest degree of compatibility with the modeling philosophy which explains the relationship between the ocam semantics and the behaviour of asynchronous architectures.

The Synchronous techniques require global synchronization which is neither easily implementable nor efficient on asynchronous distributed memory machines.

The Deadlock Detection and Recovery algorithms, like the optimistic approaches would increase the complexity of the ocam simulation model forcing it to depart from the modeling philosophy described in previous sections.

The Deadlock Avoidance approach is quite simple to implement and does not require any modification of the structure of the simulation model; the model still maps the asynchronous architecture and no extra processes or links are needed except from some additional functionality to deal with Null messages.

Null messages are used only for synchronization purposes and do not carry any useful information. Their existence imposes a communication overhead in the network which may severely reduce the performance of the simulation. Asynchronous architectures in particular are communication bound systems and therefore the communication efficiency plays a crucial role in the performance of their simulation. To reduce the overhead due to Null messages, several variations of the Deadlock Avoidance technique have been suggested whereby Null messages are sent on a demand basis (Nicol 1984).

Asynchronous architectures are a special case of systems with certain characteristics and behaviour. The Program Driven Approach (PDA) proposed in this paper is a conservative deadlock avoidance technique which exploits this behaviour to achieve the minimization of the Null messages required. The following sections describe this approach.

### The Program Driven Approach

Von Neumann computer architectures, synchronous or asynchronous, are deterministic systems: they accept as input instructions which they execute sequentially in a specific and predefined order. Each instruction defines the steps that are required for its execution as well as the behaviour of each functional module of the architecture. Consequently, the kind and sequence of events that occur in the system are determined at any time by the executing instructions. This ability to predict events in the architecture based on the information provided by the program under execution, forms the basis of the program driven approach; by looking at the instructions being executed the processes of the simulation model can decide whether an event is expected on a particular input link and thus whether their blocking upon this link would result to a deadlock. The key concept in the Program Driven philosophy is the “Instruction Lookahead Set”:

**Definition 1.** The **Instruction Lookahead Set** of a link λ is the set of instructions whose execution will potentially result to an event occurring on λ:

\[ ILS_\lambda = \{ \text{Instruction 1: I generates an event on link } \lambda \} \]

As already mentioned, preemptions may occur only in arbiter processes and therefore it is only these that need to make decisions as to whether it is safe to accept an event. Based on the Instruction Lookahead Set defined above, the behaviour of arbiter processes with regard to message consumption may be specified as follows:

**Rule 1.** An arbiter process \( \Pi \) is allowed to block and
mechanism (the lock fifo (Paver 1994)) to deal with synchronization problems caused by the lack of a global clock.

The system used to host the simulation model is the ParSifal T-Rack, a reconfigurable 64-Transputer\(^2\) machine, which has been developed at the University of Manchester. Two of the four links from each transputer of the T-Rack are permanently hardwired to form a processor chain known as the necklace. The off-necklace links may be connected by means of a crossbar switch which is built using twenty six INMOS C004 switch chips. Taking into account the restrictions imposed by the T-Rack and aiming at a) maximizing processor utilization and b) balancing communications, OCCARM has been distributed on the T-Rack as depicted in figure 4 yielding a speedup of 1.7 (Theodor. 1994a).

\(^2\)Transputer is a registered trademark of INMOS Group of Companies
APPLYING PDA ON OCCARM

The Program Driven Approach has been applied to deal with preemptions in the OCCARM model. Two arbiters have been incorporated in AMULET1, in the Address Interface and Write Control units.

The Address Interface

The address Interface model is depicted in figure 5. One of the arbiter inputs is fed with PC addresses from the PC pipe. Thus in the simulation model there will be a continuous, instruction independent flow of events on the corresponding input link of the arbiter process(AddC) and therefore blocking on that link can not cause deadlocks. The other link receives messages from either the ALU or memory via the Write Control process. The ILS of this link is:

\[ ILS_{AddC-WrCtrl} = \{ \text{B, BL, SWI, LDR, STR, LDM, STM, Data Processing with PC as Dest. Reg.} \} \]

AddC is an example of an arbiter process which has no direct knowledge regarding the executing instructions. An address produced by AddC is sent to Memory following the path: AddC \(\Rightarrow\) MARegister \(\Rightarrow\) DataInt \(\Rightarrow\) Memory. If it is an instruction address, the instruction message from memory is sent to Decode1 through the path: Memory \(\Rightarrow\) DataInt \(\Rightarrow\) Decode1. AddC is not in the path followed by the instruction and therefore has no information as to which instructions have entered the system; in order to apply PDA a mechanism needs to be devised to provide AddC with this information. Such a mechanism should be simple to implement and, more importantly, should not add extra communication overhead to the simulator.

Any attempt to use the second path above to inform AddC of the instruction currently in the path would involve an extra link connecting the path to AddC as well as extra messages. A neat and efficient solution is to take advantage of the hidden links in the above paths: the contra flow of the Acknowledge messages. Acknowledge messages are sent from register to register through control processes in the model. In the first path above, an address message produced by AddC will propagate to memory and from there to DataInt; DataInt will generate an Acknowledge message which will follow the opposite direction back to AddC. This Acknowledge message can be used to carry the corresponding instruction to AddC; no communication overhead is generated as the Acknowledge messages would be sent anyway.

The information required by AddC for making use of PDA is kept in a circular buffer, namely the “Instruction Lookahead Table” (ILT). Each instruction I received by the AddC is decoded and if I \(\in ILS_{AddC-WrCtrl}\) a new entry is appended in the ILT. Events arriving from PC pipe are let through for as long as \(ILT\) is empty; if \(ILT\) is non empty AddC blocks and waits for the corresponding message to arrive. There are two cases where an expected message will not arrive: a) If the condition codes of the instruction fail in the ALU; in this case a Null message is sent by the ALU to prevent deadlock, and b) If the instruction follows a branch; no Null messages are needed in this case since AddC gets informed whenever a branch is taken (a new address arriving from the ALU as a result of a branch will carry a new PCpar with it). Each time a branch is taken, the entries in the \(ILT\) corresponding to invalid prefetched addresses are removed. Any further instructions which subsequently arrive at the AddC and which are going to be discarded are just ignored.

The Write Control

Here, the application of PDA is straightforward. An event \(\text{Data (data)\} will occur on DatInt-WrCtrl link as a result of an event \(\text{data (data)\) occurring on Decode3-WrCtrl (see figure 3)}: ILS_{DatInt\leftarrow WrCtrl} = \{ LDR, LDM \}

WrtCtrl will continuously read messages arriving on Decode3-WrCtrl if it encounters a data address message, then it blocks and wait for the corresponding data on the DatInt-WrCtrl link. This message will always arrive so there is no need for Null messages. Similarly to AddC, an Instruction Lookahead Table is maintained by WrtCtrl.

IMPROVING PERFORMANCE: THE LATENCY LOOKAHEAD

The application of PDA on OCCARM has resulted to a 20% decrease of the performance of the simulator achieved when arbiters are modeled by ALT statements and no attempt is made to prevent preemptions (which is the maximum possible performance): \(\text{Performance}_{PDA} = 0.8 \times \text{Performance}_{ALT}\).

This figure can be improved by allowing PDA to exploit the concurrency of the system. As soon as it is informed that an instruction being executed is in the ILS of one of its input links \(\lambda_1\), an arbiter process will stop accepting any messages arriving on its other input link \(\lambda_2\) until the expected event on \(\lambda_1\) occurs. As a consequence of this behaviour, all the processes that are part of the path that leads to \(\lambda_2\) will block and wait, and the pipelines at the output side of the arbiter process will starve. Thus large parts of the simulator will remain idle for substantial periods of time.

A solution to this problem is to provide arbiter processes with some indication as to when in the simulated future a message they expect will actually arrive. This information would enable them to consume a number of events occurring on \(\lambda_2\) link before they block on \(\lambda_1\) increasing thus the concurrency of the simulation.
model.

This information can be obtained by taking into account the propagation delays of the pipeline stages in the architecture. An event generated by an instruction will propagate through a number of pipeline stages before it reaches an arbiter. The path followed by the event is completely defined by its parent instruction; the latency of the path however is not deterministic but depends on the number of elements in the micropipelines of the path at any particular time. Thus it is impossible to know in advance the exact time required for an event to propagate down a path. This is due to the asynchronous, delay insensitive nature of the architecture. However, there is a lower bound to this time, namely the latency of the path when its micropipelines are empty.

Based on this information, the prediction regarding the occurrence of the event on a link is straightforward:

**Definition 2.** The Minimum Latency Lookahead of a link $\lambda$ during the execution of instruction $I$ $\text{MLL}_{I \lambda}$, is defined as the total propagation delay of the path leading to $\lambda$, when the pipelines of the path are empty.

$$\text{MLL}_{I \lambda} = \sum \text{Delay}_i \cdot \text{Delay}_i$$

where $\text{Delay}_i$ is the delay of the $i$-th stage of the path.

$\text{MLL}_{I \lambda}$ is taken into account.

Preliminary experiments with OCCARM have indicated that by exploiting the latency lookahead of AMULET a performance improvement of 10% can be achieved.

**CONCLUDING REMARKS**

This paper has described a technique for maintaining temporal precision in distributed simulation models of asynchronous computer architectures, namely the Program Driven Approach. This is a conservative, deadlock avoidance approach that exploits the characteristics of asynchronous architectures to achieve efficiency and high performance. It is program driven in the sense that the behaviour of the processes in the model with regard to message consumption is determined by the instructions that are executed in the system at any particular moment.

The application of this approach depends on the exploitation of the instruction lookahead properties of the system which might not always be possible or efficient. Whenever the characteristics of the architecture permit such an exploitation however, PDA will provide the theoretical framework for the development of simple, efficient and fast deadlock avoidance algorithms.
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