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Abstract

A high performance, low power asynchronous branch target cache with several
new features has been developed for the AMULET3 microprocessor at a low
hardware cost. A new design for the THUMB instruction set has been
implemented, together with several circuit design techniques including dynamic

comparison logic, resulting in a comparison time in 1.06ns with 0.35 pum three-

level metal CMOS process technol ogy.
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| ntroduction 1

Following the adwent of the semiconductointegratedcircuit (IC) in the 1960s,mary
researcheriBave tried to find waysto improve the performancef ICs[1]. For thelast30
years,the main streamof very large scaleintegrated(VLSI) chip designhasbeenthe
synchronouslesignstyle. It hasbeenthoughtthata synchronouslesignstyleis easierto
develop and more reliable in operationthan an asynchronousone [2][3]. Recently
interestin asynchronouslesignstyleshasincreasedincethe synchronouslesignstyle

faces maw difficulties [3][28].

Thisthesispresentsheresultsof a designexercise the objective of whichis to developa
branch prediction mechanismfor the AMULET3 asynchronousnicroprocessorThis
chaptergivesthe backgroundo this work. Sectionl.1 describeshe main advantageof
using an asynchronouslesignstyle for makinga VLSI chip. Sectionl.2 presentghe
history of the AMULET processorsandan overview of this thesisandthe contritution

made by the author are contained in the lastdections, 1.3 and 1.4, respeely.
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1.1 Why asynchronous design?

Asynchronouglesignhasattractedrenaved interestin recentyears.Peoplearetalking
aboutit asif it is anew idea.lt is, however, nota new paradigmbut ratheraresurrection
from the forgottenpast[4][5]. The advantagesof using an asynchronouslesignstyle

[27] are as follars, where thg are compared to the opposite style, synchronous design:

. No clock skew problem. In synchronouslesign thereis a global synchronous
clockwhichis usedto storeandaccesshe stateof eachstorageelementn the
storagedevices of a silicon chip. As the clock cycle time is reducedandthe
numberof transistorsconnectedo a global clock increasest is difficult for
designergo keepexactsynchrory dueto delaysin the clock distribution net.
The differencedn the clock delaysto differentnodesis called‘clock skew’,
andthis cancauseheunwantedmalfunctionof storageslementsynchronised
by the clock signal. This problemis getting more severe as transistorsare
shrinking with new processtechnology This can be explained as follows:
shrinking the design improves clock speedbecauseparasitic capacitance
reduceswith theshrinkageThis clock-speedjainis hardto achieve, however,
when building a bigger chip on the new process.In fact, designerscan
confrontthe problemof the samelength of clock track with reducedmetal
width, which meanghatif the heightof the clock metalline andthe distance
betweerthis line andanothemetalline in anadjacentayerarereducedatthe
samerateasthewidth of the clock metalline, the capacitanc€C) of theclock
line will beheldconstantput theresistancé€R) of theclockline will increase.

Thereforethe RC productwill make thedelayof theclock line worse,andthis

I ntroduction 13



is the main causeof the clock skew. It hasbeenshowvn thatthis effect needs
very careful designeffort, for examplein the DEC Alpha chip [6] and the
AMD-K6 chip [7]. On the other hand,in asynchronouslesign,thereis no
clock signal. This meanghatanasynchronousdesign,asaresultof its nature,

has no clock s problem.

Low electro-magnetic interference. Since hand-held wireless electronic
productslik e cellular phonesbecamepopular electro-magneticompatibility
problemsincluding excessve electro-magnetiemissionand susceptibilityto
interferencefrom electro-magnetidields have beenincreasinglyimportant
issuessince such productsare requiredto meetrigorous electro-magnetic
compatibility specifications Asynchronousdesignmay offer reducednoise
emissionsince there is no interferencegeneratedby regular clocking and
asynchronousignalsspreadtheir enegy over a broaderandlower frequeny
rangeanddo not generateelatively high-enegy levels at ary onefrequeng.
On the other hand, repetitve signals, such as clocks, are potentially
troublesome becauseperiodic signals concentratetheir enegy in discrete
harmonicsandhigh-frequeng clock signalsarethe primary sourceof electro-

magnetic radiation from a system.

Low power consumption. Complementary Metal Oxide Semiconductor
(CMOS)technologyhasbecomethe mosteffective fabricationprocesdor the
productionof VLSI digital circuitsbasicallybecaus®f low power dissipation.

Evenif adesignerusesCMOS technology(which is usedfor the AMULET3

I ntroduction 14



microprocessolnd is the assumedechnologythroughoutthis thesis),the
recent trend to portable systems createsa need for decreasingpower
consumptionto increasethe life of the battery [8][9][10]. In synchronous
designtheclock keepsrunningevenif ablockis notactivated.This cancause
unnecessarpower consumption Asynchronousdesigndoesnot suffer from

this kind of problem since it has no clocking mechanism.

Potential for better performance. In synchronouslesign,the critical pathin
every pipeline stageis constrainedoy the fixed clock period, and the clock
periodmustbeno shorterthanthelongestpathin ary stage Evenif adesigner
canmake a circuit in a particularpipelinestagefasterthiswill have no benefit
unlessevery otherpathis alreadyfasterthanthis one.Thisargumentappliesto
the different pipeline stagesalso. Even if a designercanimplementa faster
pipelinestage he mustalsospeedup otherslower stagedbeforehe canmake
the global clock faster In summary sincethe clock periodis definedby one
critical path, other faster paths must wait doing nothing. As a natural
consequencesynchronousystemdesignusesa worst-caseapproachOn the
otherhand,in asynchronouslesign,communicationfiappenvhenindividual

blocks are readyo an werage-case performance can be actie

Easy to modify. When a higher clock rateis neededor a new VLSI process
technologyis introduceda synchronouslesignemeedso checkevery effect
causedy thenew clock rateandthe new processandevery circuit mustobey

the new timing requirementsAn asynchronouslesigneronly needsto see
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whetherthe communicatiorprotocolis obsered or not. This latter procedure
is akind of functionaltest.Normally, a functionaltestis easietto verify thana

timing test.

1.2 History of the AMULET processors

The AMULET (AsynchronousMicroprocessotJsing Low Enegy Technigues)group
wasestablishedatein 1990,led by ProfessoiSteve Furber to investigatethe possibility
of using asynchronougechniquesfor VLSI designandto seehow electrical power

consumption can be reduced with asynchronous design [11].

In April 1994the groupdeliveredthe AMULET1 microprocessofl2], theworld’s first
implementationof a commercialmicroprocessoarchitecture(fARM) in asynchronous
logic. The primary intentwasto demonstratéhat an asynchronousnicroprocessocan
offer areductionin electricalpower consumptiorover a synchronouslesignin thesame
role. It demonstratedhe feasibility of asynchronouslesignand openeda new era of
asynchronouslesignin the respectthat it shaved comparablecharacteristicgo its
synchronouscounterpart.The 2-phasemicropipeline design method was used (see
chapter2 for anexplanationof theseterms).In spiteof the succes®f AMULET], it did
not fully exploit the potential of the asynchronousiesignstyle to deliver improved

performance and pger consumption.

AMULET?2e wasproducedn 1996[13]. It is anembeddedystemchip incorporatingan
enhancedsersionof AMULET1. AMULET2e demonstratedcompetitve performance

and power-efficieng, ease of design, and innovative features that exploit its

Introduction 16



asynchronousperationto adwvantagen power-sensitve applicationsSinceit turnedout
that the 4-phasesignalling protocol is more efficient than the 2-phaseone, 4-phase
micropipelinesvereusedin AMULET2e (again, thesetermsareexplainedin chapter2
and an explanationof why the 4-phaseprotocol is more efficient than the 2-phase

protocol is also presented there).

Currently AMULET3 is being developed as the first commercial embedded
asynchronou82 bit microprocessom theworld. It will be a significantmilestonefrom
the viewpoint of the commercialacceptancef asynchronouslesignby industryandis
expectedto leadto a commerciallyviable productasaresultof its inherentiow electro-

magnetic interference properties.

1.3 Overview of thethess

This thesiscoversa numberof aspect®f silicon designusingasynchronousechniques.
The main topic is the implementationof the branchtarget cachefor the instruction
prefetchunit in AMULET3. This thesisshavs how to implementan asynchronous
systemfrom the standpoinbf transistodevel designandgivespracticalexamplesrather
thanatheoreticalapproachwith the particularsubjectmatterof the branchtargetcache
of theinstructionprefetchunit. However, detaileddescriptionsf the block implementa-
tionsarenotincludedin the maintext. Insteadseveralmajor schematicandlayoutsare

attached as appendices at the end of the thesis.

It shouldbe noted herethat the designof the AMULET3 microprocessois a major

cooperatre projectinvolving mary people.The authoris responsibldor designingthe
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instructionprefetchunit in the AMULET3 microprocessorandthe branchtarget cache

is a part of the instruction prefetch unit.

In chapter2, basic and fundamentalbackgroundknowledge is introduced.A brief
descriptionof the AMULET3 microprocessofollows in chapter3 to give thereaderan
overview of the contet of the branchtarget cache.To help the readerto understandhe
functionsof the branchtarget cachein the instructionprefetchunit, chapter4 explains
what the instructionprefetchunit is, what kinds of sub-blocksexist, and describeghe
functionsand configurationof the instructionprefetchunit. The remainingchaptersare
devoted to the designof the branchtarget cachefor the instruction prefetchunit. An

improvedbranchpredictionmechanisnis describedn chaptel5, whereit is comparedo

the prediction mechanismusedin AMULET?2e. The implementationis presentedn

chapter6, startingfrom a schematidevel andreferringto thelow level. Front-enddesign
is carried out using static and dynamic circuit techniques,and then the back-end
implementation®f circuitsfor the dataandcontrol pathsfollow. Finally, in chapter7 the

work is evaluated and future ovk is proposed.

Before going ary further, it is worthwhile mentioning particular features of the
instructionprefetchunit in AMULET3 comparedo thoseof AMULET2e. They areas

follows:

. Harvard architecture. In AMULETZ2e the instruction prefetch unit was
coupled with the data addressinterface, allowing the processorto be
connectedo a single memoryfor both instructionsand data. This led to a

complec architecturewhich was not efficient. For AMULET3, a Hanard
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architectureis introduced and the instruction addressand data address
interfacesareseparatedeachis connectedo its own memoryport throughits
own bus. The first AMULETS3 systemincorporatesa dual portedmemory so
theinstructionanddataaddressnterfaceshave independenaccesso aunified
instruction and data memory This will boost the total performanceof
AMULETS to supportfasteroperationof theaddressindplocksandto give the

chip more concurrent beViaur.

Non-sequential instruction address stream handling. An interrupt can be
treatedas a branchinstruction from the point of view that it causesthe
processoto deviatefrom sequentiainstructionexecution.Becausef this, the
AMULETS3 interrupt handling block is includedin the instruction prefetch
unit. Normal instructionaddresssequencesan be changedby threefactors:
systemreset,an interrupt, or a branch.All the logic handlingthis issueis
implementedn the instructionprefetchunit. Using an asynchronousirbiter
the asynchronousatureof aninterruptwhich couldleadto a synchronisation
problem in synchronousdesign can be implementedeasily and several

innovative control mechanisms are used.

Improved branch prediction mechanism. A branchpredictionmechanisnwas
introducedin AMULETZ2e to improve performancesince a non-sequential
instructionfetchtakessometime to settledown into a sequentiaktream[14].
In AMULET 2e, the branchtarget cachestores20 predictedoranchesandthis

is expandedo 32 entriesin AMULETS3. Thegreateithenumberof entriesthe
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more possibility there is to improve performance.Since the THUMB
instructionset[15] is introducedin AMULETS3, in which the length of an

instruction is 16 bits, e special circuitry is required to support it.

. Halt function. Anotheradwantageof usinganasynchronousdesignstyleis the
‘halt’ function. In a synchronousdesign,when halting a chip, a designer
shouldconsidewhetherthe clock is stoppedor not andif it is stoppechow it
canbebroughtbackwhennecessaryBy contrastjn anasynchronouslesign,
a chip can be stoppedabruptly and revived instantly without ary redundant
circuitry. Exceptfor minimal power consumptiordueto the inherentleakage
currentsn a CMOStransistorcell, the power consumptiorcanbe almostzero
when ‘halt’ is asserted.This halt function is also implementedin the

instruction prefetch unit.

Detailed gplanations are presented in chapters 4, 5, and 6.

1.4 Contribution of thethess

Thetitle of thisthesisimpliesthatthethesisdescribeshe designwork carriedoutonthe
branchtargetcachen the AMULET3 microprocessoiSincetheinstructionprefetchunit
of AMULET3 wasdesignedby the authorandthe branchtarget cacheis a part of the
instructionprefetchunit, the designof theinstructionprefetchunit is alsodescribedhere
(in chapter4) to help the readerunderstandhe environmentsurroundingthe branch
tagetcache.The high level specificatiorof andinterfaceto theinstructionprefetchunit

were definedby the AMULET3 designteam,led by Dr. Jim Garside.The authorwas
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responsiblgor translatingthe specificationinto a detailedVLSI implementation.The

work involved:

. understandingthe high-level specificationas defined by the AMULET3
‘LARD’ model, which is written in an asynchronoushardware description
language deeloped by DrPhilip Endecott [99].

. using the LARD model to explore two alternatve organisationsfor the
instruction prefetch unit.

. developing low-level schematic and layout details to yield detailed
performance estimates.

. on the basis of these numbers, rejecting both propogadisations.

. devising and proposinga third organisationwith increasectoncurreng, and
proving its functionality in the LARD model.

. developinga detailedimplementatiorof this third organisationto show thatit
will meet the performance @ets.

. completinganddocumentinghe final designof the instructionprefetchunit,

including design-fotest features.

Thelasttwo stepsin thework will only be fully completedvhenthe AMULETS3 design

is finalised for &brication.

The main contrikutions of the thesis,describingwork carriedout by the authorare,as

follows:

. In chapter 4, a high performance,low power asynchronousinstruction

prefetchunit is introduced.Unlike the caseof AMULET2e, the instruction
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prefetchunit is detachedrom the dataaddressnterfaceunit - AMULETS3
usesa Harvard architecture All the specificationsand descriptionsand the

new architecture of the instruction prefetch unit are presented.

In chapter 5, an improved (comparedto that of AMULET2e) branch
predictionmechanisms describedIt was designedfor higher performance
andsupportsmorefunctions.The numberof entriesstoredin the predictoris
increasedrom 20 to 32, and new function blocks supportingthe THUMB

instruction set are included.

In chapter6, varioustechniquesvhich could be usedto implementthe branch
target cacheof the instructionprefetchunit andthe instruction prefetchunit
itself are shavn. Custom cell designtechniquesfor the datapathand the
control pathdesignareproposedThis chaptercanbe readasa guidebookto
asynchronousystemdesignnotjustthebranchtargetcacheof theinstruction
prefetchunit, sinceit includesboth dataandcontrol pathdesignandtogether

these are the components requireduitdbarny VLSI chip.
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Asynchronous design

In orderto definea systemandits ervironment,differentapproacheanddiversemodels
areusedin accordancevith differentsituations.Soit is for asynchronouslesign.Some
approacheemphasizehe communicationdetweenblocks and othersemphasizehe

behaiours of the blocksthemseles. Somedescribethe communicatiorasa sequential
handsha& and others see it as multiple changesof inputs and outputs. Different
approachego asynchronouglesign offer different prospectrte and employ different
rules.Subsequengectionsexplain the modelsusedin asynchronousgesignaccordingto

various diferent ways to interpret a system and th@issnment surrounding it.

2.1 Basic concepts

Synchronousdesign forces every circuit to follow one rule - obey the clock. This
centralizedsystemappearsatfirst sightto beaneasiemethodfor implementinga silicon
chip than asynchronouslesign. Becausethe designers attentionis confinedto the
periodicclocking, his concernis solelywhetherhe canmeeta timing constraintwith his
implementectircuit. Whenhe succeed# observingthis rule, his circuit is safeandwill

work well.
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Asynchronouslesign,however, hasno clock guiding the way which you shouldfollow.
In somesensdt soundsanarchic bput throughwell disciplinedmethodsone component
candetectwhetherothercomponentareready Thesemethodsarecalledprotocols with
which blocksandcellsin asilicon chip cancommunicatevith eachother Thisis abasic
conceptin asynchronousdesign.To make asynchronousgesigneasiey mary researchers
have investicated and invented mary types of models to describe asynchronous

behaiours. The rest of this chapter is dedicated tavsti@se asynchronous models.

2.2 Signalling protocols

Communication requires that something happensbetween two participants. The
‘handshalke protocol’ canbe explainedasfollows: thereare two sides,a senderand a
recever. The sendeitransferanformationto therecever with a ‘request’signalandthe
recever acceptsit. After the recever has acceptedthe information, it sendsan
‘acknawvledge’ signal back to the sender Then the senderis allowed to sendfurther
informationto the recever. However, theinitiator that startsthis communicatiorcanbe
either side dependingon the specification.Dependingon this, the protocol can be
catgorisedaseithera pushtransferor a pull transfef{16]. In a pushtransfertheinitiator
sendghedataasin the casedescribedabove. In a pull transfer the initiator requestghe
data.In this casetherecever sendsarequessignalto thesendeandthe sendercansend
datato the recever. Even if a pull protocol is available, communicatingdata with
handsha&sin a pull protocolis not very common.In this thesis,only the pushprotocol

is considered.
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2.2.1 2-phase protocol

The 2-phaseprotocol usestransition signalling. Since there are only two transitions
available in the digital domain,0 to 1 and 1 to 0, a datatransferhappensat each
transition edge. When data are ready to be transferred,the sendersendsa request
transitionto therecever (in the caseof the pushprotocol).Therecever recevesdataand
returns an acknavledge transition to the sender After the sender receves the
acknavledge,it will be ableto sendmoredata.Figure2-1 shavs a diagramof the data-

validity scheme for the 2-phase protocol.

Request / \
Acknowledge I \

) e voeoee

Figure 2-1: Data-validity scheme for the 2-phase protocol

2.2.2 4-phase protocol

The 4-phaseprotocol is called level signalling, sinceits actionsfollow a signal level
ratherthanatransition.A redundantreturnto zero’ signalchanges required.Unlike the
2-phaseorotocol,the4-phaserotocolhasthreedata-walidity schemes early, broad,and

late. The are shwn in figure 2-2.
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Considerthe early data-alidity schemeWhen datais readyfor transferringfrom the
senderto the recever, the sendersendsa requestsignalto the recever andthe recever
respondswith an acknavledgesignal (in the caseof the pushprotocol). However, the
transferis not yet finished. The sendemust still returnthe requestsignal backto the
inactive level and then the recever must also follow the same procedurewith the
acknavledgesignal.Thereturnto zerophasds aredundantunctionwhich doesnothing
but returnthe signalsto the original state.This seemdik e a wasteof time. But designers
shouldtake into accountthe fact that most of the data storageelementsavailable in

reality, such as latches and flip/flops, naturally operate with the 4-phase protocol [17].

Request / \
Acknowledge I \

T A
><><>O<>< Broad Data ><><>O<>O<

T e

Figure 2-2: Data-validity schemesfor the 4-phase protocol
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2.2.3 Comparison between 2-phase and 4-phase protocol

The 2-phaseprotocolhasthe advantagecomparedo the 4-phaseprotocolin thatit does
not have ary redundansignaltransitionsIt couldmake a fastercontrolcircuit to usethe
2-phaseprotocol ratherthan the 4-phaseprotocol, sinceit could sase time taken for
resettingsignalsin the 4-phaseprotocol.In orderto usethe 2-phaseprotocol, however,
designersmust use a double edge-triggeredlip/flop for data storagewhich requires
approximatelyjtwice theareacomparedo alevel-sensitve latchandconsumesip to four
timesasmuch power [18]. Alternatiely, if designersvantto usethe 2-phaseprotocol
with a single edge-triggeredlip/flop or a latch asin corventionaldesigns,they must
cornvertthe protocolfrom 2-phasdo 4-phasg19], which requiresrathercomplec control
circuitry. 2-phasecontrol wasusedin the AMULET1 design,but for AMULET?2e and
AMULET3 4-phasecontrol was chosen.This was becausel-phasecontrol is easierto
usewith dynamiclogic asshown in [94], and2-phasecontrolcircuitsareslow in practice
sincethey malke theexclusive useof XOR gateswhich,in CMOS,areexpensvein terms
of speedand area.For thesereasonghe 4-phaseprotocol seemsto be usedmore in

practice.

2.3 Asynchronous delay models

Asynchronousdesignrequiressomeassumptiongo be madeaboutwire and/or gate
delays.Thesedelay assumptionsre summarizedn table 2-1 (Termsare explainedin

subsequent sections)
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Table 2-1: Asynchonous Circuits Delay Models

Models Gate assumption | Wire assumption
Asynchronous FSM bounded bounded
Delay Insensitie Circuits unbounded unbounded
Quasi Delay Insensite Circuits unbounded unbounded + some
isochronic fork
Speed Independent Circuits unbounded all isochronic fork

2.3.1 Asynchonous finite state machines

Asynchronousfinite state machines(AFSMs) [4][5] are comprisedof combinational
logic and feedbackdelay pathsfrom outputsto inputs. They appearto be similar to
synchronoudinite statemachines(SFSMs)[34] exceptfor the fact that the clocksin
SFSMsare replacedby feedbackdelay elements.Justas SFSMsshould obsere the
clocking period,AFSMs alsoshouldobsenre the limit of the delayelement.The inputs
of AFSMs cannotchangebeforethe feedbackdelaysignalsarestable.This is known as
the limit of fundamentaimodewhich assumeshat only oneinput canchangeat once,
andthe next input changecanenterthe circuit only afterthe entirecircuit hasreacheca

stable state.

2.3.2 Delay-insensitie circuits

The delay-insensitie circuit [20][21][22] operatesorrectlyregardlessof gateandwire
delayvariations.This assumeshat gatesand wires have arbitraryfinite delays.This is

suchan attractve approachin that all the dataand control can be definedby signal
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transitionsandthentrueasynchronoudesigncanbeachieved. For datatransfer dualrail
encodingcanbe used;oneline is usedto transfera 0 andanothelis usedto transfera 1.
Consequentlya delay-insensitie circuit will work with any amountof delay Delay-
insensitve circuits mustbe designedsothatdelayvariationson the wiresdo not causea

malfunction of the circuit.

2.3.3 Quas delay insensitive circuits

A circuit is saidto be quasidelayinsensitve [25] if its correctoperationis independent
of the delaysof gatesandwires, exceptfor certainwiresthatform isochronicforks. The
term ‘fork’ meansthattherearetwo or morewire pathsavailablefrom the outputof a
componento theinputsof othercomponentsTheterm‘isochronicfork’ meanghatthe

delays in wires from the same output to separate inputs are equal.

2.3.4 Speed-independent circuits

In aspeedndependentircuit [29][30][31], it is assumedhatwires have zerodelayand
theglobalbehaiour of thecircuit is independenof the delaysof all of the gates.Thatis,

ordered inputeents produce ordered outpweats and all the forks are isochronic.

2.3.5 Comparison between asynchronous delay models

Thelimit of fundamentamodein AFSMsis avery weakpointin termsof performance,
and only by making mary back-annotatiorsimulationswith timing factorsextracted
from the layout canthe exact behaiour after fabricationbe guaranteedWhen AFSMs
are usedin datapathpipelines, the timing constraintseven affect the next AFSMs

connectedn series.Thefirst AFSM mustnot acceptnew input changedeforeits own
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timing constraintsandthe next one’s have beensatisfied.This resultsin extremelypoor

throughput in designs with mampipelines.

The set of componentsonnectedwith wires which can supportthe delay-insensitie
delaymodelis very limited, sinceforks areallowed but it cannotbe assumedhatthey
areisochronic,and mostVLSI componentscan fail due to inputs having a very slow

edge-speed [23][24].

The quasidelayinsensitve circuit hasa strongpossibility of failure if designersisean
auto place and route layout approach.To meetthe criteria of quasidelay insensitve
operation,careful circuit designis needed[24]. Designersmust avoid slow edgeson
control wires. If not, two different gateson an isochronicfork may see the same

transition at ery different times [26].

The speedndependenassumptionis viable whenthe wire within a chip hasnegligible
delayscomparedo gatedelays.Thereforeall the wire routing mustbe localizedso that
the wire delayis small comparedo the gate delay andthe skew betweenwire delays
afterafork mustbelessthanthe gatedelay Evenif theserequirementarefulfilled, the
behaiour of isochronicforks canbreakdowvn wherea wire is connectedo a gatewhich
hasan early logic thresholdvoltage[24]. The outputof this gateis triggeredbeforethe
input reaches discretelogic level, andthenthe outputof the gatetriggersthe next gate
whentheinput still hasnot reacheda discretelogic level. This canbreakthe isochronic
fork assumptionThereforeit is importantto keepthe logic thresholdvoltageof gatesas

uniform as possible [24][26].
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Neverthelessthe speedindependentcircuit model is powerful since multiple input

changescan be allowed without timing constraintstherebyinvoking more concurrent
behaiour. Thisis why the AMULETS3 designadoptedhe speedndependeniodelfor

the control path. It is important for the speedindependentcircuit to make correct
correlational specificationsbetween ordered inputs and outputs, since outputs are
followed by inputs and vice versa.Becauseadesignerscannotchangethe ervironment,
they shouldknow the behaiour of the environmentafter the outputsof the circuit are

generated [32].

2.4 Datasignalling

MostVLSI chipscontaina datapation which thedatais transferredvhena computation
is running.A typical synchronouslatapathis formedby pipelinesthat have registersin
their input and output sidesto store the data betweencombinationalcircuits. These

registers are controlled by clocks.

In asynchronouslesign,two kinds of datatransfermethodare available: the bundled

data method and the data-encoding method.

2.4.1 Bundled data

The bundleddatamethod[16][33][34], asshavn in figure 2-3, hasa requestsignal,an
acknavledge signal, and datalines. A block of combinationallogic sendsa request
signalto the next block whendatais available,andthe next block sendsanacknavledge
signalto the previousblock in returnto indicatethatthe datahasbeenrecevedandit is

available for the net data transfer
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Figure 2-3: Bundled data scheme

2.4.2 Encoded data

The encoded-datanethod[35] generateshe completiondetectionsignalwhenthe data

transferis finisheddependingon the latcheddatapatternasshavn in figure 2-4. Oneof

Latche

Data,

uonoalaQ
uonajdwo)

Combinational

Circuit

Control
Circuit

acknavledgs
4_

A

acknavledge (fullempty)

Data)|Latche

Data, Data,

uonoalaQ
uonsjdwo)

Control
Circuit

A

acknavledge

A

———

Figure 2-4: Encoded data scheme

the possibleencodediatamethodss the dual-rail style,which has2 wiresfor every data

bit. For example,supposé1 is usedto transfera 0 bit and10is usedto transferto 1 bit;

every databit will beencodedas01 or 10 afterthecomputations done.Thereforeoneof

the 2 wires becomesl. Whenonewire of every databit changedo 1, the sendersends
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the completiondetectionsignalto the recever andtherecever returnsthe acknaviedge

signal back to the sender and then the sender will resit éata bit.

2.4.3 Sutherlands micropipelines

Micropipelineswereintroducedby lvan Sutherland36]. A micropipelineis similarto a
synchronouspipeline without the clocking mechanism.There are registers between
combinationalogic blocks,which are controlledby circuits which usethe requestand
acknavledgesignal.Eachstageof amicropipelinehasarequessignalto inform the next
stagewhenthe datais readyandthe next stagereturnsan acknavledgesignalwhenthe
data is receved. In conclusion, micropipelinesuse the bundled data method for
transferringdataandanevent-drven 2-phasesignalprotocolfor the control circuit. This

is shavn in figure 2-5.
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Figure 2-5: Micropipelines
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2.4.4 Comparison between data signalling techniques

An advantageof the bundleddatamethodis that normalstandarddatapathcomponents
canbeused.Thisis why all AMULET processoradoptedthe bundleddatamethod.A
disadwantageof this methodis that a matcheddummy single-bit datapathis normally
usedto generate@ completionsignal,to useasarequessignalto the next block, andthis
delaymustbe at leastequalto the worst casedatapathdelay This meanghatdesigners
may have to sacrificeone of the adwantagesof asynchronouslesign- the ability to

achieve average case performance.

The encoded-datanethodcan be efficient in termsof speedcomparedo the bundled
data method- it achieres averagecaseperformance- but the completion detection
overheaddueto using2 wires for every databit cannotbe neglectedin termsof power
andsilicon area.Even whendesignersmplementa processingipeline,no benefitwill
be obtainedoy completingprocessingearlyif the subsequemipelinestages notfreeto
acceptthe data. This may meanthat the averageperformanceobtaineddoesnot justify

the averhead of the dual-rail logic and completion detection circuits.

Sutherlands micropipelinessharethe sameproblemmanifestedn other circuits which
usethe bundleddatamethodasmentionedn section2.4.1- delaymatching.lt mustbe
guaranteedhatthe dataarrivesat the recever beforethe requessignalfrom the sender
So carefully designeddelay elementsmay be requiredin the senders requestline.
Furthermorein orderto copewith the 2-phaseprotocol, a specially designedregister

must be used, which Sutherland also proposed in [36].
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2.5 Control circuit synthesis

Somedesignerscan make control circuits intuitively but not everybodycando it well.
Testingthesecircuitsis alsoempirical. Theintuitive methodcanresultin mistaleswhich
designergdo not recognizewhenthey first make the circuits. Therehave beenseveral
designmethodgproposedor controlcircuitswhich formalizethe designflow andassure

the result if the specifications are correct.

2.5.1 Compilation style

This method makes circuits by compiling high-level languageswhich express
concurreng [37][38][39][40][41][42]. The result of synthesisis usually a delay-
insensitve or a speed-independeircuit. Fundamentallythis methodmapslanguage

descriptions to hardave components.

2.5.2 Asynchonous finite state machine style

The asynchronouéinite statemaching(AFSM) [4][5] wasthefirst asynchronousesign
methodologylt assumedhata singleinputchanganvokesthe systemandthenext input
cannotenter before the systemis stable. This meansthat inputs that changeserially
shouldwait for sometime to guarante¢he systemandthe outputis settled.Thisis called
the fundamentaldelay mode.This may be a weak point to make a systemin termsof

concurrent behaour.

To overcomethis disadwantage,a new AFSM was proposed,namedthe burst-mode
machine[43][44][45], which allows multiple input changesWhenthe specifiedset of

input edgesappearthe systemgenerates setof outputchangesandthennev multiple
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inputchangesanbeacceptedThespecifiednput changesanhapperin ary time anda
setof outputchangesanhappenconcurrently Sinceburst-modeAFSMs usethe same
finite machinestyle as usedin synchronouslesign,they appearfamiliar to designers.
However, they suffer from the problem that input changesare not allowed to be

concurrent with output changes.

Recently the extendedburst-modemachine[46][47][48] was introducedto reducethe
problem of the burst-modemachineandto add more flexible input choice.Directed-
don't-caresandconditionalsweredevised.Directed-dort-caresallow aninput signalto
changeconcurrentlywith outputsignalsand conditionalsallow control flow to depend

on the input signal leels.

2.5.3 Graph based style

The graphbasedstyle meansusinga Petrinet[49] or a similar graphicalrepresentation
[50] of concurreng to specify the required functionality The Petri net is a model
describing a concurrent system. The signal transition graph (STG)
[51][52][53][54][55][56][57][58][59][60] was introducedas an interpretedPetri net. It
interpretsvaluechange®n input andoutputsignalsof the specifiedcircuit astransitions
of the STG. Positve transitions(labelledwith a ‘+’) representa 0 —» 1 changeand
negative transitions(labelledwith a‘-") represenail — 0 changeThis way, designers
canspecifychangef all the inputsandrelatedoutputs.Generally the strongpoint of

this method lies in its ability to describe concursenc

Recently a very powerful tool nhamedPetrify [61][62] was introduced.It has basic

functionswhich allow themanipulationof concurrenspecificationsThistool surmounts
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the problem,which wasthoughtto be a disadwantageof this method,of specifyinginput
choicesGivenaninitial STGor Petrinet,thetool checkshe propertyof CompleteState
Coding [63]; whetherdifferent statesof the systemare encodedwith the samebinary
code.If thereis a violation of this property the tool automaticallyinsertsa new internal
state variable. The tool can make a speedindependentircuit which has no timing

constraints, unli& the e&tend lurst-mode machine.

2.5.4 Comparison between control circuit synthesistechniques

An adwantageof the compilationstyle is that designerscan write a conciseand well
orderedprogramand get a silicon resultin much shortertime than using a traditional
handmadedesignmethodologyHowever, a dravbackis thatit is difficult to geta very
optimizedcircuit, sincea mappingfunctionis usedto do the translationand engineers
cannotoptimizefurther to the level below the basiclibrary componentsA methodfor
simplifying these synthesizedcircuits by repeatedprovable refinement has been

demonstrated which alles some of this compldy to be reduced [98].

Whenthe extendedburstmodemachings usedto designasystembpecausd is basedn
the fundamentaldelay mode, it must be guaranteedhat input changescannotoccur
beforethe systemhasstabilized,and delay elementsmustbe insertedin the feed back
paths.However, this method could be attractve to designerssince this is the same
methodasusedin synchronouslesignexceptthatin the synchronousnachinethe clock

Is used to control feedback paths using memory elements.

As wasmentionedearlier the graphbasedstyle hasthe advantagen thatit canbe used

to describehighly concurrentsystemswithout timing constraints.This is why this
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methodhasbeenadoptedor AMULETS3. In mary caseshowever, this methodproduces
very complex andslow circuitry to implementthe full concurreng. It is necessaryor

designersto be aware of the critical path in their STG definition and to reduce
concurreng to lessenthe compleity of the circuitry within the limits of the system

specification requirement. This process neexulg gareful intuition andxperience.
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The AMULET 3 microprocessor 3

Though several asynchronous microprocessors have been developed
[64][65][66][67][68][69][70][71][72][12][13], most were designedfor the purposeof
demonstratinghe feasibility of asynchronouslesign. AMULET1 and AMULET2e are
in this category. Unlike AMULET1 andAMULET2e, AMULETS is beingdevelopedfor
a commercial application as an embedded 32bit RISC microprocessorin a
communicationghip. Currently AMULET3i (the AMULET3 asynchronoussland)is
under development[73]. AMULET3i is an asynchronousgembeddedsubsystemchip

incorporating AMULET3 as a microprocessor

AMULET1 shawved the feasibility of implementingan asynchronougesignwith a
highly concurrentbehaiour. AMULET2e proved that asynchronousdesign could
achiere competitve performanceon an equal footing with synchronousdesign.
AMULETS3 is intended to be the first commercial application of the AMULET
asynchronoustechnology Through AMULET3’s use in the commercial domain,
asynchronouslesigncan win recognitionas having a role in mainstreamVLSI chip
design.Therestof this chaptemwill describethe structuresandfunctionsof AMULET3

andAMULET3i in orderto give anoverview of the contet for thework describedn the
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rest of the thesis, which covers the design of the instruction prefetch unit for the

AMULET3 microprocessor.

3.1 AMULETSI

AMULETS3iI (the AMULET3 asynchronous island) is an integrated asynchronous

microprocessor subsystem based around AMULETS3. Its block diagram is shown in

Figure 3-1.
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Figure 3-1: AMULETS3Ii block diagram (Courtesy of Prof. Steve Furber)
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In addition to the AMULETS3 processor, AMULET3i comprises:

8 Kbyte RAM. The 8 Kbyte internal static memory isdivided into eight 1Kbyte
blocks. Each block contains 64 lines of 4 words.

DMA controller. The DMA controller has 32 independently programmable
channels each of which can perform memory to memory, memory to
peripheral, peripheral to memory or peripheral to peripheral transfers.
MARBLE bus. The Manchester AsynchRonous Bus for Low Energy isamulti-
master on-chip bus for connecting macrocells.

MARBLE/SOCB bridge. The MARBLE to Synchronous On-Chip Bus bridge
is a single MARBLE target device which handles the bus handshake and
control signal retiming on behalf of the SOCB.

16 Kbyte ROM. The 16 Kbyte ROM contains application code and also a
number of routines to support the testing of AMULET 3i components.

Test interface controller. The test interface controller supports the direct access
to individual on-chip macrocells via the external memory interface and
MARBLE.

Memory interface. The AMULETS3 external memory interface supports the
direct connection of external memory and peripheral devices.

Synchronous peripheral subsystem. This contains telecommunication

peripheral devices.

Static memory devices, such as SRAM, EPROM and peripheral chips, can be connected

directly to the processor with no extralogic. In addition, DRAM is supported, again with

no external support logic.
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3.2 AMULETS3

AMULETS is thethird generatiorasynchronousRM microprocessocoreandsupports
the ARM 32bit RISC architecturelt implementshe ARM architectureversion4T [74]
and supportsThumb instructionset compatibility [15][74]. The processoicore canbe
divided into 5 sub blocks, as shavn below in figure 3-2. The ‘Prefetch’ block is the
instruction prefetch unit which is being developedby the author This is explained
furtherin chapter4. The ‘Decode& Registerread’ block is to decodeinstructions,to
readtheregistervalues,andto producecontrol signalsto relevantblocks.The ‘Execute’
block is comprised of the ALU and the multiplier to execute arithmetic/logical
manipulations.The ‘Data access’block is to accessdata memory The ‘Reorder &
Writeback’blockis to implementareorderbuffer andresultforwardingmechanismThe

detailed AMULET3 oganization is shwn in figure 3-3.

The processorcore containsa numberof novel featuresto enhanceyerformanceThis
chapterexplainsin brief only the distinguishingfeaturesof AMULET3 comparedwith

the preious AMULET1 and AMULET2e designs. Thare:

. A Dual Bus Interface (Harvard Architecture). As shavn in Figure 3-2, the
instructionprefetchunit andthe datainterfaceunit areseparatedynlike those
of AMULET2e. The datainterfaceis sidelinedfrom the maininstructionflow
allowing the decoupling of data transfer operations(especially multiple
register moves) from purely internal operations. Interestingly although
separatanstructionand databusesare used,a unified memory(which is an

internalRandomAccessMemory (RAM) in the caseof AMULETS3i) canstill
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be used. This is possible becausea nev memory architecturehas been

developedusingblock-level arbitrationbetweennstructionanddatarequests.

The memory areais not divided into instruction and data areas.When
instructionanddatarequestaccesthe sameblock in thememory therequest
which arrives earlier will be granted accessto the memory via an
asynchronousrbiter After this accesdinishes,the later requestwhich was
held at the input to the arbiterwill be grantedaccesdo the sameblock. In
short, this memory behaes like a dual port RAM but usesa number of
transistomotmuchgreateithanin asingleportRAM. Comparedo atruedual

port RAM, the nev RAM can s&e a lot of silicon area.
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Figure 3-22. AMULET3 block diagram (Courtesy of Prof. Steve Furber)
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Reorder Buffer and Result Forwarding Mechanism. Instructions can complete
out of order and execution results are stored in the reorder buffer to be written
back to the general registers [76]. The reorder buffer supports a result
forwarding mechanism, so if an operation undergoing processing requires a
recent result which may not have been returned to the general register bank, it
can be accessed from the reorder buffer. If the data fetch operation is aborted,
resultsin the reorder buffer generated by subsequent instructions are discarded
whereas results from previous instructions are written to the register bank. In
short, the reorder buffer gives each instruction aslot in the buffer and the result
produced by the execution of each instruction goes to its slot, possibly out of
order. Writing out to the general register bank is deterministic and sequential.
This mechanism provides a general solution to the forwarding problem while

still alowing precise aborts.

Branch Prediction. Branch prediction can be performed on a proportion of
previously encountered branches. This increases performance and lowers
system power consumption since it reduces the number of erroneous prefetch
cycles. Until a branch instruction is decoded and recognized as a branch,
subsequent instructions following the branch are prefetched from the
instruction memory and sent to the decoder through the instruction pipeline.
This will burn unnecessary power when the branch is taken. It has been
estimated in a cached ARM that the processor coreistypically responsible for
only 30% of the total power dissipation. 70% of the power consumption

happens in the cache/memory system. This means that even if the branch
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target cacheusespower to check for a predictedbranchevery cycle, and
therebyincreaseghe processos power consumptionfor a given instruction
frequeng, a predictedbranchcansave power overall by reducingthe number

of unwanted memory accesses. Thisxplained further in chapter 5.

. Fast interrupt response. Interruptsarenot dealtwith in theinstructiondecoder
but in the instructionprefetchunit. This wasmadepossibleby separatinghe
instructionanddatainterface.An interruptis treatedasakind of unconditional
predictedbranchandthe interruptservicecodecanbe fetchedassoonasthe

interrupt occurs.

. Halt mechanism. A haltmechanisntanbeimplementedasilyby intercepting
and disabling requestor acknavledge signalsat somecritical point in the
processar Furthermore,recorery from the halted state can be achieved
instantly by releasingthe interceptedsignals, while a synchronousdesign
would wait for stabilizationof the clock, which could take sometime and
require careful consideratiorof dealingwith clock generatiorblocks.In the
instruction prefetch unit, this mechanismis implementedby disabling a

request signal in the unit until an interrupt occurs.

As highlighted above, three of the five major featuresare relatedto the instruction
prefetchunit. This implies the designof the instructionprefetchunit will be a crucial

factorin determiningthe AMULET3 performanceAs wasmentionedn chapterl, the
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interrupt and halt mechanism is explained in chapter 4 and the branch prediction

mechanism is dealt with in detail in chapter 5.
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Instruction prefetch unit

This chapterdescribeghe configurationand functionsof the instructionprefetchunit
(IPU) in AMULETS3 to help the readerto understandhe function of the branchtarget

cache (BTC).

4.1 Oveview

Programsare storedin a memoryand a processoffetchesappropriatenstructionsand
dataandrunsthe instructions.The traditional approachto connectingthe processoto
the memory started with the simple idea called the von Neumann method. All
instructionsand data are stored togetherin a single memory Instruction and data
addressearegeneratedh adedicatedlockin theprocessgmormallycalledtheaddress
generatiorunit. Fromthe viewpoint of the memory instructionsanddataaretreatedthe
same.This approachhasa big disadwantagewhene&er a programaccessefstruction
anddataaddresses turn. A large burdenis imposedon the addresggeneratiorunit in
order to handle the instruction and data addressesogetherand as a consequence
performancdalls. A solutionis to divide the addresgyeneratiorunit into two separate
units, the instruction and the data addressgenerationblocks, and to have separate

instruction and data memories. This is normally called a&tdrarchitecture.
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4.2 Instruction prefetch unit

In AMULET2e, thelPU wasincludedin theaddressnterfaceunit. Theaddressnterface
unit generatedboth instruction and data addressesFor AMULET3, a Harvard
architectureis introducedand the instruction addressand data addressinterfacesare
separatedEachis connectedo its own memory port throughits own bus. The first
AMULETS3 systemincorporatesa dual ported memory so the instruction and data

address intedces hee independent access to a unified instruction and data memory

4.2.1 Configuration

First organisation

Thehighlevel specificatiorof, andinterfaceto, the IPU weredefinedby the AMULET3
designteam, led by Dr. Jim Garside.The authorwas responsiblefor translatingthe
specificatiorinto adetailedVLSI implementationThe original proposedrganisationof

the IPU is shan in figure 4-1.

This organisationhasthe forward path from the memory addressegister multiplexer
(MARMUX) to the memoryaddressegister (MAR) andthe programcounterregister
(PC)viatheexceptionunit (EU), thebranchtargetcacheBTC) andthe programcounter

multiplexer (PCMUX). There is also the backwd path from the PC to the MARMUX.

The normal instruction addresspath starts from the MARMUX, which acceptsthe
instruction addresseither from the PC or from the ALU, and producesthe program

counteraddresgo the EU. The EU checkswhetheror not an exceptionhashappened.
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(The exceptions are explained in section 4.2.3.) The result from the EU is sent to the

MAR, the INC and the BTC. The MAR waits for the result from the BTC.

3

from ALU / PCMUX \

PC
ISyt

MARMUX /

INC INT
[ EU ] o—

E /< Interrupts
\
4L Indirect PC
cc,link | BTC ——/

j

to Memory Control Unit
Figure 4-1: First IPU organisation

If a hit happens in the BTC, the condition code and the link bit of a predicted branch in
the BTC go to the MAR, and the MAR sends the program counter address with these
condition code and link bits to the memory control unit. The BTC also sends a branch

target address to the PC.
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If thereis no hitin theBTC, the MAR sendghe programcounteraddress¢o the memory

control unit, and the incremented result from the INC goes to the PC.

When an interrupt or indirect PC load happens,an interrupt vector or the indirect

program counter address égkthe path to the PC instead of the BTC or the INC.

In this organisation,the critical pathis from the MARMUX to the PC and the MAR
throughthe EU andthe BTC. The forward pathis long andthe backward pathis very
short. To reducethe long processingime causedby this long serial forward path, an

attractve oganisation vas proposed by the author aswhan figure 4-2.

Second organisation

As wasmentionedabove, thefirst organisationhasthe long serialforward path.In order
to reducethis forwardtime the authorproposedhe secondorganisationwhich put more
emphasi®onthebackwardpathasshavn in figure4-2. This organisatiorhasthe forward
pathfrom the MARMUX tothe MAR viatheEU. Unlike thefirst organisationthe MAR

doesnot wait for theresultfrom the BTC. Theresultfrom the EU goesto the BTC and

the INC.

Whenthereis no hit, the incrementedesultfrom the INC goesto the PC. Whena hit
happensthe conditioncodeandthelink bit goto the PC,andthePCacceptsheprogram
counteraddressrom the INC. This is differentfrom the first organisation At this time,

the target addresss storedat the latch in the BTC and the flag indicating that a hit
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happened is set. In the next cycle, the PC gets this latched target address instead of the

incremented address from the INC.

—)

from ALU / PCMUX \

1CC, link

\ )

PC
4L 10

MARMUX /

INC BTC INT
[ EU ]

]

_ Interrupts
Indirect PC

§!

to Memory Control Unit

Figure 4-2: Second IPU gganisation

Comparison between first and second ganisations

The second organisation was based on the assumption that the total processing time of
the AMULET3 microprocessor would be shorter if the forward path processing time in
the IPU was faster even though the IPU cycle time was same. (The cycle timeis the sum
of the forward time and the backward time.) But, ssmulation using the LARD hardware

description language with the dhrystone test program gave a different result as shown in
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figure4-3. Eachpipelinecycle timein the AMULET3 LARD modelwassetas100time
units, which is a nominal value. Eachblock in the IPU was setas 20 time units. The
figure shavs how the BTC processindgime affectsthe total simulationtime to finish the
dhrystonetestprogram.Beforethe BTC processingime reache®0 time units, thefirst
organisationhasbetterresults. This meansthat thereis little impactfrom the forward
time in the IPU on the AMULET3 processingtime. After the BTC processingtime
exceeds90, the forward time burdenin the IPU canbe a major obstacleto the system
simulationrun time. But, in this case the cycle time in the IPU is too long to meetthe

AMULETS specification. Therefore, the firstganisation vas chosen for the IPU.

MUX:20 MAR:20 PC:20 OTHER:20

375000 [
370000 [
365000 [ S
360000 |
355000 [
350000

345000

Total Elapsed Time

340000

335000

30 40 50 60 70 80 90 100 110 120
BTC Delay

Figure 4-3: Simulation result comparing first and second IPU gganisations
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Need for another organisation

Although the first organisationwas chosenfor the IPU, an unexpectedproblemarose
whenthe authortried to implementthe IPU schematicAs was mentionedearlier the
first organisationhasthe long serialforward pathfrom the MARMUX to the MAR and
to the PCvia the EU andthe BTC. After the authorimplementedhe schematicijt was
evident that this organisationcould not be used,becausehe forward pathtime of the
schematicimplementationis too slow to meet the AMULET3 specification. The
AMULETS3 specificatiorrequiresthatthe IPU cycle time mustbelessthanabout6.5ns,
which is equvalentto about150 MIPS in a synchronousARM microprocessorThe
schematicimplementationof the first organisationtook about 13ns cycle time. This
result was measuredby counting the number of requestand acknavledge signal
inversionslt wasassumedhatit takesabout0.2nsfor oneinversionof the signal,which
IS equialent to an inverter delay time. So the author proposeda third parallel

organisation as shen in figure 4-4.

New parallel organisation

The new parallel organisationwas proposedby the authorasshavn in figure 4-4. The
forward pathof this organisationis from MARMUX to the MAR andto the PCvia the
EU, theINC, the BTC, or the IND. In thefirst organisationthe EU andthe BTC were
connectedserially In thenew parallelorganisationgvery unit is locatedin parallelafter
the MARMUX. This canreducethe forward time significantly comparedto the first
organisation.Sincethe processingime in the BTC is the longestof the parallelblocks,

we canassumehetotal cycle time is definedasfollows: the time for the MARMUX +
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the time for the BTC control circuits + the time for the BTC itsalf + the time for the

PCMUX + the time from the PC to the MARMUX.

[{

Indirect PC

ﬂfroﬁLU

\MARMUX /

@
I

S

EU
Interrupts
INC BTC
PCMUX
ll_ cCllink
\/’
PC MAR

to Memory Control Unit

Figure 4-4: New parallel organisation

In normal instruction execution, the result of the MARMUX, which is either from the PC

or from the ALU, goes to the MAR via the EU, and the incremented program counter

address from the INC is stored into the PC.

When a hit happensin the BTC, the target address goes to the PC and the condition code

and the link bit go to the MAR. The MAR gets the present PC from the EU and sends it

together with the condition code and the link bit to the memory control unit.
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Whenan exceptionhappensthe EU detectst andsendsan exceptionvectoraddresgo
the PC andthe MAR. During the next cycle, the IPU doesnothing but incrementthe
programcounteraddressin the INC and store the incrementedaddressinto the PC,
becaus¢he MAR alreadyhadanexceptionvectoraddressn the previouscycle, andthe
next addressn the MAR mustbetheexceptionvectoraddress 4. For example,assume
the instruction addressfrom the MARMUX is 100 and the EU detectsthe software
interrupt. The EU will producethe address to thePCandthe MAR. The MAR sends3
to the memorycontrolunit. The PC sends8 to the MARMUX. The MARMUX sends3
to eachof the parallelblocks.But, this time only theincrementedralue 12 will goto the
PCandthe MAR doesnothing. Thenthe PCwill send12 to the MARMUX andnormal
operationwill becontinued.This seemsawasteof anlPU cycle. But exceptionsarevery
rare, and thereforethis redundantcycle affects little the total performance.This was
verified by LARD simulationusingthe dhrystoneprogramandthe resultsareshavn in

figure 4-5.

Comparison between first and new parallel aganisations

A comparisorbetweerthefirst andthe new parallelorganisationis shavn in figure 4-5.
If the IPU cycle time is the same the simulationtime of the new parallel organisation
increasevery slightly sincethereare redundantycles after exceptions.But, with the
new parallelorganisationthe IPU cycle time canmeetthe specificationwhich is about
6.5ns.Becausehe IPU schematioof the first organisationhasabout13nscycle time, it
canbeassumedhatits cycle time is almostdoublethatof the new parallelorganisation.

In this casewe can comparethe cycle time of 100 time units for the new parallel
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organisationwith the cycle time of 200time unitsfor thefirst organisationin figure 4-5.

It is evident that the ne parallel oganisation produces adter simulation time.

IPU simulation time comparison
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Figure 4-5: Simulation result comparing first and parallel IPU organisations

4.2.2 Functions

The nev parallel IPU has¥e major functions as foles:

1. Program Counter Incrementing

2. Branch Address Management

3. Interrupt Handling

4. Indirect Program Counter Loading

5. Halt
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Each function is)gplained as follass:

. Program Counter Incrementing: THUMB is a compressedepresentatiorof
the ARM instruction set; ARM instructionshave a 32 bit length whereas
THUMB instructionshave a 16 bit length. In the ARM processorthe two
instruction setscan be usedalternatelybut not mixed. Thus two different
instructionexecutionmodesare availablein one ARM processarThefirst is
calledARM modewhere32 bit instructionsareused,andthe secondTHUMB
mode where 16 bit instructionsare used.The currentinstructionaddresss
incrementedy 4 bytesto producethe next instructionaddressn ARM mode
and,in THUMB mode, the presentinstructionaddresdss incrementedoy 2
bytes under the normal instruction sequence Exceptionalcasescausinga
deviation from the normalinstructionsequencearea branch,aninterrupt,and
anindirect PC.In thesecasedhe presentaddresshangesiependingon each
situation. In AMULETS3, the presentinstruction addressalways can be
incrementedby 4 bytes under normal sequentialexecution as THUMB

instructionsarefetchedin pairs.Thisfunctionis performedn theincrementer

. Branch Address Management: One of the exceptions from the normal
instructionsequencés abranchIf thereis abranchin theprogramthebranch
addresss calculatedn the ALU andinsertedinto the IPU. This addresgjoes
to MAR via the MARMUX andthe EU. Whena branchhappensthe source
addresandthetargetaddres®of the brancharestoredin theBTC. Thesource

addresss placedin the ContentAddressabléemory (CAM) in theBTC and
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the target addresdss storedin the associatedRAM memory At every fetch
cyclethepreseninstructionaddresss passedrom the MARMUX totheBTC
andis comparedvith addresses the CAM to seewhethera matchedaddress
exists. If thereis a matchedaddressn the CAM, the associatedargetaddress
in the RAM goesto the PC, insteadof the resultof the incrementervia the
program counter multiplexer (PCMUX). Thus branch prediction is

accomplished. This mechanism igpkined in chapters 5 and 6.

Interrupt handling: Thereareseveninterrupts(Thesearecalledexceptionsin
the ARM processomanual[74]. In table 4-1, the term exceptionis used
insteadof interrupt.)in the ARM processoasshavn in table4-1. Depending
on eachinterrupt, the EU producesthe appropriatevector address.This
addresgjoesto the MAR andto the PCinsteadof theresultof theincrementer

via the PCMUX.

Table 4-1: Exception processing mode

Exception type Mode Vector addresg
Reset SVC 0x00000000
Undefined Instructions UNDEF 0x00000004
Software Interrupt (SWI) SvC 0x00000008
Prefetch Abort (Instruction fetch memory abont) ABORT 0x0000000c
Data Abort (Data access memory abort) ABORT 0x00000010
IRQ (Interrupt) IRQ 0x00000018
FIQ (Fast Interrupt) FIQ 0x0000001c
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Indirect Program Counter Loading: The indirect program counterloading
happenswvhen a load multiple instruction (LDM) containingthe PC in the
register list or ary single register load (LDR) to the PC is executed.This

causes the PC to be loaded from the memory via the PCMUX.

Halt: The ‘halt’ mechanisncan be initiated when a programentersan idle
loop, and is implementedusing the ARM ‘B . instruction. This normally
causesan instructionto loop back continuouslyto itself until an interrupt
occurs,which is clearly wastingpower anddoing no usefulwork. Instead,as
in AMULET2e, AMULET3 will halt the processorby blocking a local
handsha& until an interrupt occurs.Blocking one handsha& causesa local
stall which rapidly propagtes through the system, reducing the system
actvity to zero. This mechanisncan be implementedeasily by intercepting
anddisablingrequestor acknavledgesignals.In the IPU, this mechanisnis
implementedby interceptinga requestsignal in the unit until an interrupt
occurs.For example,the requestfrom the MARMUX is grabbedby the halt
functionunit andthenthe processowill stopoperatingsincethereis no more
updatingof the presentinstructionaddressn the MAR. After receving an
interrupt, this resered requestsignalwill be releasecandthenthe processor

will operate agin.
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Branch Prediction M echanism 5

To improve the performanceof AMULET2e, a branchpredictionunit was introduced
[13]. Dynamicand staticalgorithmsfor branchpredictionwerefully investigated[14],
thena branchtarget cache(or branchtarget buffer) was chosenbecausef the easeof

integration into the AMULET2e implementation.

From the viewpoint of low power technology the branchtarget cacheof AMULET2e
seemsto have a problem. It attemptsa branch prediction during every instruction
prefetchcycle regardlessof the frequeng of branchinstructions,checkingwhetherthe
presentinstruction memory addresscorrespondsto a previously executed branch
instruction.At every instructionfetch, significantcircuitry is actvatedto searchfor an
addressmatch, consumingsignificant power. Thereforein the senseof low power
implementationusinga branchtarmgetcacheasa branchpredictionunit for AMULET2e
hasa dravback. However, researchhasshavn that therecan be a performancebenefit
from adoptingbranchprediction,especiallywherea pipelinestructureis used[77], and
total systempower can be saved sincethe frequeng of wastedmemoryaccessesor

instruction prefetch is reduced (assian [13]).

Branch Prediction Mechanism 61



Fromthe silicon testresultson AMULET2e shawn in [13], the power-efficiengy of the
coredropsby 5% whenthe branchtarget cacheis turnedon, thoughthe overall system
power-efficiency risesby 4% whenthe codeis beingexecutedirom the externalmemory
due to the reductionin wastedinstructionfetches.Thus, AMULET2e useda branch
predictionunit using a branchtamget cacheto achiere betterperformanceandto save
power. Furthermorethe comparisoriogic of the AMULETZ2e BTC is divided into two

areasasshawn in figure 5-1: high bits andlow bits. Sincemostinstructionfetchesrun

frequently
not used

CAM (low)

vvvy I
——

Hit Detection Logic

iy 1l

RAM Target Addres

. (Registers)

Figure5-1: BTC structure

sequentiallythe high bits changerarely andthe high sectionof the ContentAddressable
Memory (CAM) need not be invoked. Therefore only the low bits are normally

comparedvith the presenprogramcounteraddressThis is the power saving schemeof
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the BTC, which saves around70% of the power consumptionof the CAM and also
reducesthe averagelook-up time improving performance.From the test results on
AMULET?2e shown in [13], the power-efficiengy of the corewith this segmentationof
the CAM is almost the sameas without the BTC due to the reductionin wasted
instructionfetches.This meanghatwhenthe CAM segmentations usedin the BTC the
core power-efficiency lossis eliminatedshaving that branchpredictioncan be power
neutralwith respecto the corewhencarefullydesignedandcancontribute significantly

to overall system performance andwer-efficiency.

A very similar branchpredictionalgorithmis usedin AMULET3. (AMULET3 is an
ongoingproject,so the hardwareimplementationproposedn this thesis,could change
later) However, new functionshave beenaddedanda previously existing block hasbeen
improved. Firstly, the THUMB instruction mode [15] has beenadded.Secondly the
condition codeandthe link bit of a branchaddressare storedin the RandomAccess
Memory (RAM) of the branchpredictionunit togethemwith thetargetaddressn orderto
avoid fetching predictedbranchedrom memory Thirdly, the numberof entriesin the
CAM and the RAM in the branch prediction unit has been increasedfrom 20 in

AMULET2e to 32. Detailed»planations of these three features avemgin section 5.3.

5.1 Basic concepts

Accordingto Hennessyand Patterson[77], about20% of the 80x86 instructionsin the
five SPECint92 programs are categyorised as branches,of which about 80% are
conditional branch instructions. This suggeststhat microprocessorausing pipeline

techniquescan have a branchpenalty every six or seven instructions.In general,the
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deepetrthe pipeline,the worsethe branchpenalty For example,architecturesvith very
deep pipelines, such as the DEC Alpha [78] and MIPS R4000[79], suffer a heary
pipelinepenaltyfor mispredictinga branch(upto 10 cycles[78]). In orderto addresshis

loss of performance, we should focus oo tasues as folles:

1. Detectionof whetheror notthe branchis takenearlyin the pipeline:theearliera
processoiknows whetherthe branchis taken or not, the fewer unwantedinstructions
following the branchinstructionwhich enterthe pipeline.Of coursewhenthe branchis
not taken, thereis no difference. Whenthe branchis taken, however, a processoneed
not fetch instructionsfollowing the branchinstruction. Thoseinstructionswhich have
enteredthe pipelinewill needto be discardedThis is why the detectionof whetheror

not the branch is t&h early in the pipeline is important.

2. Knowing the addressof the branchtarmget earlier in the pipeline: even if a
processocandecidewhetheror not the branchis taken earlyin the pipeline,the branch
instructionwill stallin the pipelineif the branchtaget addressannotbe calculatedn
time. If the targetis specifiedindirectly, for exampleusingthe contentsof a registeror
memory location, and the branchtarget is not in the data/instructioncache,this will

cause the pipeline to stall until thegatr can be fetched from theternal memory

5.1.1 Branch target prediction schemes

The first issueis relatedto the branch prediction stratgy. Many branch prediction
stratgjies have beeninvestigatedin the questto improve the performanceof pipelined

Microprocessors.
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Branch prediction stratgjies can be divided into two groups: static and dynamic
predictors.Static predictorsare so-namedecausehe actiontaken doesnot dependon
dynamicprogrambehaiour. Dynamicpredictionmeanshatthe predictionwill change

if the branch changes its bef@ur while the program is running.

Static branchprediction schemeause information gatheredbefore programexecution,
suchasbranchopcoder profiles,to predictthe branchdirection. The simplestform of
thesepredictsthatall conditionalbranchesretaken,asin MIPS-X[80], or arenottaken
asin the Motorola MC88000[81]. Otherstaticpredictionschemeganbe basedon the
opcodeor onthedirectionof thebranchasin “if thebranchis backward,predicttaken; if
forward, predictnot taken” [82]. This schemes effective for loop intensve code,but
does not work well for programswhere the branch behaiour is irregular Some
processor$83] allow the compilerto passpredictioninformationto the hardware with
additionalhint bits. Run-time profile information from programexecutionis typically
usedto predictbranchesstatically This profile-basedranchpredictionis basedon the
results determined by profiling the program on a training input data set [84].
Unfortunately branchbehaiour for the sampledatamay be very differentfrom the data

that appears at run-time.

To get more preciseresultsfrom branchpredictionschemesit is essentiato userun-
time information. Dynamic branchprediction algorithmsuse information gatheredat
run-time to predict branchdirection. Smith [82] proposeda branchpredictionscheme
usingatableof two-bit saturatingup-davn counterghatis incrementedvhenthe branch
is taken and decrementedavhenit is not; the most-significanbit is usedto predictthe

futuredirectionsothatthebranchis predictedakenif thisbit is setandnottakenif reset.
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Eachbranchis mappedvia its addresgo a counter The adwantageof the two-bit method

is that a single unusual iteration will not change the predicted direction.

For further improvementin predictionaccurag, Yeh and Patt [85] proposedthe two-
level branchpredictor Their algorithmis basedon thefactthatmorehistoryinformation
can enablegreaterbranchpredictionaccurag. In orderto achieve this, two levels of
branch history information are used. The first level is the history of the previous k
branchegncounteredlhesecondevel is thebranchbehaiour for thelasts occurrences
of the specificpatternof thesek branchesThe two level branchpredictorusesone or
more k-bit shift registers,called BranchHistory Registers(BHR), to recordthe branch
outcomeof themostrecentk brancheslt usesoneor morearraysof 2-bit saturatingup-
down counterscalledthe PatternHistory Table (PHT), to keeptrack of the morelikely
directionfor branchesThelower bits of the branchaddressreusedto selectthe proper
PHT andthe contentsf the BHR areusedto choosehe appropriate2-bit counterwithin

that PHT

Becausethe completetwo level branch predictor requiresa time-consumingpair of
lookups,commercialprocessorgienerallyuse a simplified versionin which a global
historyvalueis usedto index into the historytable.Pan,So,andRahmehproposed86] a
derivative of this algorithm, called Gselect[87], in which the countertableis indexed
with a concatenatiomf the global history andsomebits of the branchaddressSincethe
sameglobal history patternscanoccurfor differentbranchegluring programexecution,
the global history patterncanbe lessefficient at identifying the currentbranchthanthe
branchaddresstself. To overcomethis disadwantage McFarling proposedGsharg87],

anotherderivative of the global history two-level predictor which XORs the global

Branch Prediction Mechanism 66



history with the branchaddressto index the PHT. This algorithmis usedin several
recently announcedmicroprocessorsand is likely to become standardpractice as
designersrevise their processorsover the next couple of years[88]. Hybrid branch
predictorshave recentlybeenproposedn orderto improve predictionaccurag further
[87][89][90]. A hybrid branchpredictorcomprisegswo or moresingle-schemeredictors

and a mechanism to select among these predictors.

In conclusion,Gshareproposedby McFarling is expectedto becomea standardin
industryover the next coupleof yearsasexplainedabove. However, it is very hardto say

which branch prediction scheme must be usedveryecase.

Remembethat AMULET2e adopteda simple branchpredictionschemenot becausea
sophisticatedranchpredictorcannotbe developedfor AMULET2e but becausevena
simple predictor can deliver a good result with a limited silicon resource.Since
AMULET3 is anembeddednicroprocessofor a communicatiorapplication,it cannot
allow the branchtarget cacheto take anexcessve areato improve performancelf some
of the schemeslescribedabore wereusedfor AMULETS3, the core performancemight
increasebut at a significantcostin silicon area.Since an embeddednicroprocessor
should put more emphasison areathanthe general-purposenicroprocessora similar

scheme to that used in AMULET2eaw/adopted for AMULETS3.

5.1.2 How to get the branch target address earlier

As for the secondissue,we should considerthe types of addressingmethodsin the
instruction. When the target addresss pointedto with direct or absoluteaddressing,

thereis no problemto getthetargetaddressThetamgetaddressanbe producedlirectly
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from an instructionin the decodingstagein the pipeline, but specifyinga full 32 bit
addresswithin the instructionis not practical. To getthe targetaddressn the decoding
stage PC-relatve addressingequiresanadditionalseparatédranchaddersincethe main
ALU is busy dealingwith an earlierinstruction.If the targetis specifiedwith indirect
addressingfor exampleusingthe contentsof a registeror memorylocation,gettingthe
target addressn the decodingstageis very difficult sincea pipelinedmicroprocessor
cannotevaluatea register or memory location without recognizingwhetheran earlier

instruction is about to alter its contents.

Other solutionsare basedon the cachestructure.When a branchis taken, the tamget
addresof the branchis storedin a cacheandthis will be usedthe next time the same
branch addressis predictedtaken. This resultsin efficient and fast target address
submissionto the instructionmemoryandwe do not needto usean additionalbranch
adderandlogic to calculatethe tamget addressA variety of branchpredictionschemes

can be coupled with this branchgat address cache.

5.2 AMULET2ebranch target cache

Variousstaticanddynamicbranchpredictionscheme$adbeeninvestigatedprior to the
implementatiorof the AMULET2e branchpredictor The choicewasheaily influenced
by theeaseof integrationinto the AMULET2e implementatiorasshavn in figure5-2.1n

view of this, the dynamic Branchaiet Cache (BTC) as chosen [14].

Figure5-1 shawvs the structureof the BTC in AMULET2e. The CAM andthe RAM can
store 20 words and eachword has 30 bits. The CAM storeswords which can be

comparedagainstan input addressvord (bit31...bit2)as shavn in figure 6-2. A match
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detectionsignalwhich is the hit/missline in figure 6-2 is sentby the CAM to indicate
whetheror not a valuestoredin the CAM arraymatcheswith theinputaddressvord. A
CMOS implementationfor one of the CAM word lines is depictedin figure 5-5. It is
readableandwritable just like an ordinary RAM cell. During the prechage phasethe
hit/missline is prechaged high by the active low Prechage signal, the Write signalis
low, andthe Bit linesarepredischagedlow. During thelook-upoperationthe Prechage
signal is inactive. If the word in the CAM does not match, the hit/miss signal is
dischagedlow. Otherwisethe hit/misssignalwill be preseredhigh andthis meanghat

there is a matchedoxd in the CAM.

L

— PC — MUX

1l iL hit

\MARMUX i
BTC

from ALU

(cache) PC: Program Counter
INC Register
MAR MAR: Memory Address
Register
j MARMUX: MAR
Multiplexer
. MUX: PC multiplexer
- INC: Incrementer
~~
to Memory

Figure5-2: Addressinterface of AMULET2e (Courtesy of Jim Garside)

As for thewrite procedurewhenanew branchtargetaddresswhichis to bestoredin the

RAM, entersfrom the ALU into the maininstructionaddresstreamtheoriginal branch
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instructionaddresss alsoinsertedinto the BTC andstoredin the CAM asdepictedin

figure 5-3.

Considerthelook-upoperationin the BTC. The BTC acceptsanaddresgrom eitherthe
ALU or the PC and comparesit with the stored addressesn the CAM at every
instructionfetchcycle. If the sameaddresss foundin the CAM, the BTC indicatesthis
via the hit signalasexplainedabove. The hit signalindicatesthatthe sameaddressvas
usedpreviously for a branchinstructionaddressandit is predictedto be taken. The hit
signal indexes the appropriatetarget addressout of the RAM, which was previously
loadedwhenthe branchinstructionjumpedto the tamget addressefore. This procedure

is depicted in figure 5-4.

20 entries

A
v

Source
Address

CAM 30bits

I\?irgre;ss RAM 30bits

. (Registers)

Figure5-3: Writeoperation in theBTC
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The look-up is a simple and efficient mechanismand, becauseof this, the BTC was

chosen for the branch prediction function in AMULET 2e.

Sincethe BTC takes a longer time to produceits resultthan the incrementerand is
locatedin parallelto theincrementeasseenn figure5-2, it is partof thecritical pathfor
the performanceof the addressnterfacein AMULET?2e. To reducethe layoutarea,the
comparisonlogic is implementedusing dynamic circuitry. This is configuredwith a

prechaged, wire-ORed miss line as shoin figure 5-5 [92].

20 entries

d
<«

v

nol cam [

Y

Hit Detection Logic >

Il 1

 RAM

. (Registers)

Figure 5-4: L ook-up operation in theBTC

To reducethe power consumptiorin the BTC, eachCAM entryis split into two partsas
shown in figure 5-1. Thesepartsmay performseparatecomparisonspnly if both parts
indicatea hit is the addresgrecognised.The advantageof this mechanisms that the

addresshits in the uppersection(26 bits in AMULET2e) rarely change,since most
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instruction fetchesrun sequentially(about 75% of instruction fetches[14]). Thus by
comparingonly the lower section(4 bits in AMULET2e) in most cycles, the power
consumptiorof the split BTC canbereducedo about30% of that of a moresimplistic
designby thetestresultof AMULET2e shavnin [13]. Thereis anexplanationin section

6.2.2 of hav and when the upper andner sections are aetited.

5.3 AMULETS3 branch target cache

Fundamentallythe BTC of AMULETS3 is similarto thatof AMULET2e. However, there

are major impreements implemented in the BTC of AMULET3.

1. To supportthe THUMB instruction set, the functionality of the THUMB

mode is added.

2. The conditioncodeandthelink bit arestoredin the RAM sono instruction

fetch is needed for a predicted branch.

3. To improve performancethe numberof CAM entriesis increasedrom 20 to

32.

The instructionprefetchunit (IPU) of AMULETS3 is depictedin figure 4-4. The BTC
recevesits addres®itherfrom the branchchannewhich containghe branchinstruction
addressor from the PC channelwhich containsthe next addresslt sendsthe tamget

address to the PCgister in the case of a hit.

THUMB is a compressedepresentationf the ARM instructionset; ARM instructions

are32bitslongwhereasrTHUMB instructionsare16 bits long but with asimilar function
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[15][74]. Two modes,the ARM and the THUMB mode, are available in a single
processarin theinstructionmemoryof AMULET3, all thecontentsarehandledas32 bit
quantities.Thereis no differencebetweenthe ARM andthe THUMB modefrom the
viewpoint of the instruction memory This meansthat two THUMB instructionsare

fetched simultaneously and then decoded separately in the instruction decoder

Bit Bit Bit Bit
Write| . . o

u—l_l—l—'_l—p ._l_l_,_l_l_,
F Prechage
HivSs
S -

Figure 5-5: CAM comparison circuitry

In ARM mode,a branchdestinationcanonly be a multiple of 4 bytes,but in THUMB
mode,afterabranch,anaddressould be a multiple of 2 bytesandthusonly oneof the
instructionsin the 32 bit word is required.In ARM mode, bit<1> and bit<0> of the
instructionaddressn the IPU are always ‘00’. On the otherhandin THUMB mode,

bit<0> of the instructionaddressn the IPU is always‘0’ andbit<1> of the instruction
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addressn theIPU couldbeeither'0’ or ‘1’. Thereforebit<0> of theinstructionaddress
in thelPU is never usedandall instructionaddressem thelPU have 31 bits.In THUMB
mode,whenthereis no branchinstruction,the instructionaddressalsoincreasedike in
ARM mode.For example,instructionaddressecreasethroughO, 4, 8 andsoonin
THUMB mode.Whentheaddres® goesto theinstructionmemory a 32 bit word comes
out of theinstructionmemoryandthis will be dividedinto 2 parts;the higher16 bits of
the instruction correspondio the address2, and the lower 16 bits of the instruction
correspondo theaddres®). Thenaddres# goesto the instructionmemoryandthis will
yield two instructionswith addressed and 6. However, after a branch,the instruction
addressn THUMB modecould be anaddresswvhich is anodd multiple of 2 bytes.For
example, the instruction addresscould be 6 if this is a tamget addressof a branch
instruction.In this case,the contentsof the instructionaddresst are fetchedfrom the
instructionmemoryand only the higher 16bits are decoded This featureconfuseshe
operationof the BTC CAM, sincea word in the CAM has 30 bits. For example,the
addressed and 6 have no differencein the CAM. It is possibleto make wordsin the
CAM have 31 bits, but thiswill increaseéhelayoutarea.ln orderto solve this matterthe

following novel scheme as proposed.

To supportTHUMB code,the CAM is divided into two equalsizedsections;'odd” and
“‘even”. In THUMB mode, a branchinstruction addressmust be cachedin the odd
sectionif bit<1> of its addressgs high or in the even sectionif bit<1> of its addresss
low. For example,whereaghe sourceaddresst is storedin the even section,the source
address is putin theodd section.In ARM mode,a branchinstructioncanbe storedin

eithersection For example the sourceaddress} couldbe storedeitherin the oddsection
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or in theevensection.Thisis implementedy attachingsimplemodedetectioncircuitry
to theinputlinesof the CAM addresslecodermsshowvn in figure 5-6 andappendixA.4.
The numberof lines in the CAM addressdecoderis 5 bits to support32 entries,and
mode detectioncircuitry is attachedto the mostsignificantbit. In the RAM, a 31 bit

target address is stored, urdikhe 30 bits used in AMULET2e.

MAR bit<1> Modified
ARM/THUMB Address Decode
Original Address Decod%@i Input Bit<5>

Input Bit<5>
Figure 5-6: M ode detection circuitry

Thelook-upoperationn the BTC presentsio problemin ARM mode,sinceonly onehit
may happenat ary time eitherin the odd sectionor in the even section.In THUMB
mode,only the odd sectionmay have a hit whenbit<1> of the MAR is high. If bit<1> of
the MAR is low in THUMB mode,however, thereare several possiblecasesthe BTC
could miss, predicta hit in eithersection,or in both sectionsFor example,in THUMB
mode thesourceaddresgl is storedin theevensectionandthe sourceaddres$ is putin
the oddsection.Sincethe CAM has30 bits in aword, addresgt and6 arestoredas4 in
both casesSowhentheinstructionaddresgt entersthe CAM for thelook-up operation,
the CAM canhave two hits, onein the odd sectionandonein the even section.In the
caseof two hitsin THUMB modewith MAR bit<1> low, only the evensectionmustbe

chosen. This mechanism is pictured in figure 5-7.
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In the RAM, the condition code and the link bit are stored together with the target
address. This makes it possible not to fetch the branch instruction itself. If the BTC
predicts ahit, the target address goes to the PC and the condition code and the link bit are
sent to the memory control block with the bypass signal. Thus there is no need to access
the instruction memory to get the condition code and the link bit of the branch
instruction. Thisis also expected to reduce system power since the frequency of memory

access is decreased.

CAM

bit2

Delay Even I\E j

Matching

MAR bhit<1> MAR bit<1>

Odd Hit Even Hit

Figure 5-7: Odd and even hit determination mechanism
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In AMULET3 thenumberof BTC entriesis increasedrom 20to 32. Figure5-8 explains
why the numberof the entriesare important for the performanceof the BTC. For
AMULET?2e, two testprogramsespress@nda C compiler were usedasthe basisto

determinethe numberof entries.Another program,dhrystone wastestedbut not used
sincethis programhasanuntypicallylong loop with mary branchesln addition,thecost
of implementingmoreentriescannotbe disregardedin termsof layoutarea.However, if

thereis enoughareato implementmore entries,thereis no reasonnot to implement
more.We cangethigherpredictionaccurag in the casewherea programhaslong loop

behaiour suchasdhrystoneAs shawvn in figure5-8,in the caseof thedhrystondest,the

100%
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158
8 80% —
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20% — g 3 2
o1 E =
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Number of BTC Entries

Figure 5-8: Effect of the BTC size on prediction rates (Courtesy of Jim Garside)
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percentageof predictedbranchesincreasesby about 14%. (The increaseare much
smallerin the casesof espressaand the C compiler test.) Furthermore five bits of
addressare alreadyavailable for 20 entries,and implementing32 entriesincreaseso
overheadn the controlcircuitry. Thereforethe numberof entriesis increasedo 32. This
changeis aresultof an engineeringrade-of - silicon areaversusperformanceThe 32
entries may be reducedagain later in the design processdependingon the final

AMULETS3 layout size.

5.4 Summary

A similar branch prediction schemeis used for the BTCs of AMULET2e and
AMULET3. The main improvements(comparedto the AMULET2e BTC) of the

AMULET3 BTC are as follas.

. In orderto supportTHUMB mode,a novel BTC organisationwasrequired.
Two 16 bit THUMB instructionsare fetchedsimultaneouslyfrom memory
and either or both of thesecould be branchegshat should be cachedin the
BTC. Handling double BTC hits and half-word predicted branch targets

required significant changes to the AMULET2e BTQ@amisation.
. In orderto avoid fetchingpredictedoranchegrom memory the conditioncode

and link bit are storedin the RAM. This reducespower consumptionand

improves performance since the number of memory access is reduced.
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. By increasingthe numberof entries,the percentageof correctly predicted
branchess expectedto be about90% whena testprogramsuchasdhrystone
is running. With a more accuratebranchpredictionschemesuchasa hybrid
predictor this figure could reach about 97% or 98% in typical programs
[87][90] but only atthe costof substantiahdditionalcompleity. Thisis afield

for future impravement.

As wasmentionedearlier dependingon the requirement®f the AMULET3 design,the
detailed implementationof the BTC could be changedlater However, the branch

prediction scheme will be maintained.
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| mplementation 6

6.1 Basic concepts

Several logic design techniques can be used in CMOS. However, al of them belong to

one of the following logic disciplines [91][95][96]:
1. Static logic
2. Dynamic logic

Static logic is simple and straightforward. It is so-named since the information is
permanently stored so long as the circuit is powered, and any gate output node is

connected via a conducting transistor part to either Vdd or Vss.

Dynamic logic is based on the concept of precharging, which consists of pulling a gate
output node up to Vdd or down to Vss either to charge or discharge the parasitic
capacitance associated with that node. If the inputs of a gate generate the output value
driven during precharge, no change in the output node occurs. Otherwise the node is
strongly pulled down if precharge was high, or pulled up if precharge was low. During

precharge, the precharge value is stored in parasitic capacitors, such as the gate
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capacitanceanddisappear# atime of few hundredsf psto afew msafterprechage,
the actualtime being a function of the temperaturethe storagecapacitanceand the

leakage current, unless the node is reggadu(or refreshed).

Static logic has a benefitin terms of power saving since there is no static power
dissipationandno periodicrechage. It canbe implementecdeasilysinceit is a ratioless

logic.

Sincethe gateof eachn-channedevice is connectedo the gateof the correspondingp-
channeldevice, staticlogic hasa biggerareaandoutputcapacitancéhandynamiclogic.
Thus static logic suffers from low density and long gate delays. Furthermore,in
submicrontechnologyareaandspeedareno longerindependentariables Largerareas

lead to longer interconnections and thereforewelespeed.

Dynamic logic has the adwantagesof smaller area and faster speedover its static
counterpartSmallerareacanbe achieved sincethe logic usesthe nMOS circuit of the
static gate without the pMOS circuit, replacingthe pMOS circuit with a single pMOS
transistorfor prechage. Fasterspeedcanresultfrom severalfactorswhenthe prechage
phasds notconsideredfirstly, the outputof the dynamicgatedrivesa capacitancahich
is the sum of all the gate input capacitance®f the n-channel(or p-channel)devices
connectedo it, whereasa staticgate seesboth p- andn-channetransistorcapacitances.
Secondlythe switchingthresholdof the gatedependsn the switchingthresholdof the
device itself (the device thresholdvoltage), rather than half of “Vdd-Vss” (the gate

threshold voltage) for a balanced complementarystatic gate. Finally, the stray
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capacitances are larger in static logic design, since dynamic gates require less area than

static gates do.

However, dynamic logic has some disadvantages also. Firstly, it has the problem of
charge sharing or redistribution. Dynamic logic can work correctly only when the value
of the sensing capacitor is much smaller than the value of the capacitor which stores
information. Otherwise, it will fail to operate correctly. The charge will redistribute itself
between the sensing capacitor and the output node capacitor. Secondly, the charge stored
in the output node will leak away if there is no recharge operation after precharging the
node. Thus when apower down modeis applied to dynamic logic, there must be a charge
storage scheme on every output node of the dynamic logic. Finally, dynamic logic cannot
be fully utilized. All dynamic logic uses precharging techniques that lower the

availability of the circuit, since during precharge, the logic cannot be utilized.

6.2 Front-end implementation

Dynamic and static logic are used together in the branch target cache (BTC) of the
instruction prefetch unit (IPU). Dynamic logic is used to give smaller layout and faster
speed than static logic. However, dynamic logic needs careful design, since the designer
must make sure that the circuit has the correct behaviour between the precharge and the

evaluation period, and that there is no charge sharing problem.

The subsequent sections will show the reader how to implement the data and control path

of the BTC in detail.
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6.2.1 Data path circuit implementation

The datapathcomponentsin the BTC are divided into three sections:the Content
AddressabléMemory (CAM), theRandomAccessMemory (RAM) andtheinputlatches

as shwn in appendix A.1.

The input latchesare setsof transparentrue single phaseclock (TSPC)latcheswhich
storedatawhenthe enablesignalEN is low asshowvn in appendixA.3. This transparent
latchis opennormally. This meansa changeon thedatainputis transferredo the output
whenthe enablesignalEN is high. After the enablesignalEN goeslow, a changeonthe
datainput cannotbe transferredo the outputandthe outputof the latch holdsthe value

that was on the data input before the enable signal EN went lo

The CAM cell consistsof a normal StaticRAM cell with additionalpasstransistorsP1
and P2 which form an XOR gate,andN1, which is a distributed NOR pull-down [92].

This is shavn in figure 6-1 and in appendix A.9.

Bit Bit
Word| .
1 1
4 [ Ly
D D
O
' Pl-L ] P2

hit/miss

[ N1

Figure6-1: CAM cell 1
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Thewrite operationis simple.Whenthe Word line is taken high, theinformationon the
Bit line is storedin D via a passtransistorandthe Bit line in D. A look-up operationis
performedo seewhetherthevaluestoredin theRAM on D andD matcheswith the new
inputvalueon the Bit andBit lines.During the prechage periodthe Bit andBit linesare
predischagedandthe hit/missline is prechaged.Considerthe casewhereD is high and
theBit line is alsohigh duringthe evaluationperiod.In this casethe Bit line pulls down
the prechaged hit/missline to Vss by switchingthe N1 transistoron via P2. If the Bit
line is low, the N1 transistoris kept off and no changehappenson the prechaged hit/
missline. Thedrainsof the N1 transistorsf all thecellsin the samerow arecommoned
asshown in figure 6-2. Theseform a distributed NOR gate usingdynamiclogic. Each

ﬁ E Global

bit31  bit31 bit3 bit3 bit2 bit2

word31 ' t ?
P . —
(& S IR EEE [ = = I = 2 ] hlt/m ISS
_4 y
¢ é é -] hit/miss31
word30 . ' M
o FO  ssssns | - (. e q
+— .
° Y

. @

hit/miss30

o
P sasss
=

wordl

hit/miss1

wordO

LS
>
>

hit/missO

SN
CAM cell

Figure 6-2: CAM cell arrays
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hit/missline remainshighif all thecellsin the samerow have the samevaluesof D and
D asthevalueson eachBit andBit line. This hit/missline is usedto selecthe RAM row
to getthetargetaddressvhich goesto the PC. To indicatethe overall hit/missfunction,
the hit/missline of eachrow is usedasaninput signalin the global NOR gateasshowvn
in figure 6-2. (This figure shawvs a simplified structureto illustrate the behaiour of the

comparison function, not thex&ct implementation in the BTC.)

A differentCAM cell structureasshowvn in figure 6-3 canbeused[95]. Thiscomprisesa

Bit Bit
Word

R R hit/miss
" }/\—‘ " I/miIss

+—CN4 N2 |

Figure6-3: CAM cell 2

normalstaticRAM cell with additionaltransistompairs:N1 + N2 andN3 + N4. This has
an adwantageover the previous CAM cell whena dummy bit cell is usedfor the self-
timing completion detection function; when the hit/miss line remains high after

comparisonthereis the needto detectwhenthe comparisorhasfinished.In orderto
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implementthis function, a self-timeddummybit cell is usedasshawn in figure 6-4. If
Bit Bit
T Dy I

hit/miss

S

Figure 6-4: Dummy bit cell for CAM cell 1

the CAM cell in figure 6-3 is used,a more preciseself-timeddummy bit cell canbe

implementedasshawn in figure 6-5. This canbe explainedasfollows. Bit andBit lines

P,

o * hit/miss

4—| |—4
Bit Bit

Figure 6-5: Dummy bit cell for CAM cell 2

in the first CAM cell are coupledthroughtwo passtransistors Always, one of the two
pasdransistorss openandtheotheris closed ThustheBit or Bit line is connectedo the
pull down transistorandthe closedpasdransistowvia the openpasdransistorBut, in the

self-timeddummybit cell of figure 6-4 both passtransistorsshouldbe opentogetherto
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mimic the hit operationin boththe casewhenBit is high andthe casewhenBit is high.
Sothe Bit andBit linesarenot connectedo the closedpasstransistorasshavn in figure
6-4. This completiondetectioncircuit canproducea differentresultfrom therealcircuit
operation.If the secondCAM cell is used,the self-timeddummy bit cell is madeas
shawvn in figure 6-5. This canmimic thereal CAM cell timing moreprecisely However,
sincethereare serial NMOS transistorsto pull down the hit/missline, it might take a
longertime to producethe resulton thatline. In orderto escapdrom this disadwantage,

wider nMOS transistor could be required and need more layout area.

Thetop schemati®of the RAM is shavn in appendixA.12 which hasanaddressiecoder
andRAM registercells. Theaddresslecodelis simpleandprovidesWrite signalsto the
RAM registercells. The RAM cell is madeby usinga normalregistercell asshavn in
figure 6-6 andappendixA.14. This registercanbewritten to usingonewrite enableline

and one data bit line with minimum input capacitance.

Thebehaiour of theRAM cell is asfollows. D is theinput of the RAM cell andQ is the
outputwhich is prechaged high and stayshigh or is dischaged low during the RAM
readoperation Whenthe Write signalgoeshigh, N2 andN3 areopenandtheinputD is
storedin the internalnode Q. WhenD is high, N1 is openand this helpsQ go high
quickly sinceQ is dischagedvia N3 andN1. During thereadoperationthe Readsignal
is high andO depend®n the valueof Q. Whenthe valueof Q is high, this turnson N4
andserially openN4 andN5 will dischage O, which is alreadyprechaged during the
prechageoperationWhenthevalueof Q is low, this switchesoff N4 andthe prechaged
O is kept high. Since O shaws the inversevalue of Q during the read operation,it is

written overlined. The prechage circuit for the outputsof the RAM register cells is
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depictedin appendixA.13. Thetop view of the RAM cell arrayis shawvn in figure 6-7.

This comprises 32 ards and eachavd has 31 bits.

Prechage o( P6
[0)
Read I N5
[ N4
Q ¢

Ql

Il_
N2

D . E%Nl

Figure 6-6: RAM register cell

L 1q

Write N3

6.2.2 Control path circuit implementation

The RAM control circuit consistsof the decoderto issue write enablesignalsand
dynamiclogic to producethe outputduringareadoperation.Thisis shavn in figure 6-7.

(The decoder is omitted since it is a simple address gengrator

The CAM, aswas mentionedin chapter5, is divided into two sections:odd and even.
The hit detectionlogic for this featureis describedn chapter5.3 andis implemented

with simplelogic asshavn in appendixA.10 andA.11. To reducepower consumption
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during the CAM comparison,the samerow is divided into two sections:the high
bits<31:6>andthelow bits<5:2>.The behaiour of thisfunctionis explainedin chapter

5. Thecircuitimplementatiorof this functionis illustratedin figure 6-8 andexplainedas

follows.
P Word<31:0> R
R Write<31> Write<1> Write<0>
D<31> ? * |
- @ rasas .- o o e —o‘
' ¢ ¢ Q<31>
D<30> . |
A
— o | ® ssuns (. & @
v ' ¢ . . D(FQ<30>
o : : .
bz | il
- T (. o o ) —o‘
[ S ® Q<2>
D<1> * |
> = JEETEE (= o € o
L s
' A . . D%Q<1>
Read<31> Read<1> Read<0»
RAM register cell Prechage

Figure6-7: RAM cell arrays

ThenWrite signalcomesrom theaddresslecoderlf this signalis low, awrite operation

is activatedand only whenthis is high canthe readsignal be invoked. During a write
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operation the hit/missline is discharged. The hit/misslineis divided into two parts. HitH

and HitL.
D[31:6] nD[31:6]
nWrite "]- ™ Write

(from the decoder) I - J_ _L

_4_‘

PrechargeH —| _|>._
% ] &

e

HitH
—— —%

Lo
!
— Ly

reset

<31:6>

D[5:2] nD[5:2]

1 1
nPrechargel —| _,,<I_<

0 —FH

<5:2>
Figure 6-8: CAM control circuit for write and hit detection
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Normally the HitL lineis precharged every cycle for comparison. That is, the low bitsare
activated every cycle. When there is a matched address in the low bits, HitL stays high
and this means that a hit has been detected. When the low bits do not match, HitL is

discharged low.

There are four cases when the HitH line is precharged (when the PrechargeH signal is
taken high and the CAM high bits are activated). Firstly, when the special HitH
precharge signal isinserted from the outside, thislineis precharged. Thisforces the high
bits to be activated from the outside. Secondly, after new datais stored in the CAM, this

line is precharged, since the sequential instruction address stream in the IPU is broken.

I mplementation 90



Thirdly, if thereis a hit in the BTC, this line is prechaged, sincethis also altersthe
sequentialnstructionaddresstreamin the IPU. Finally, whenthe low bits<5:2>o0f the
addresareall 1s,thisline is prechaged,sincethe addresss aboutto overflow into the
higher bits. Whenthereis no matchin the high bits, the HitH signalis dischagedlow

and this maks the HitL signal v also, whether or not there is a match in the bhs.

6.3 Back-end implementation

The BTC has been laid out using 0.35 micron triple metal CMOS technology

INPUT
LATCHES

Hit Signals

\7_]

IndirPC
>

A4 ﬂv

RAM CELLS CAM CELLS
MAR

|

< <

Sou| rce Address
Figure 6-9: BTC layout diagram

As shavnin figure6-9,theRAM is locatedattheleft sideof the CAM. Threedatabuses
calledIndirPC,MAR, andSourceAddresgSA), passacrossheBTC. TheMAR andSA

buses are directly connected to the CAM. The MAR I3 connected to the RAM also.
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Eachlayoutin appendixB matchesa correspondingschematian appendixA with the

same name.

The RAM cell arraysare straightforvard asshown in figure 6-7. The CAM cell layout
diagramfor oneword is depictedin figure 6-11. A moredetailedexplanationis givenin

the n&t section.

6.4 Evaluation

The CAM and RAM have beensimulatedusing HSPICE operatingat typical-case
conditions(Vdd = 3.3V, Vss = 0.1V, typical-typical processcorner at 100 °C). The

simulation results are stvo in table 6-1.

The critical pathin the CAM for the look-up operationlies in the comparisorcircuit,
from the Readsignalto the hit/miss signalwhenonly one mismatchhappensn the 30
CAM cells,shavn asbit<31> of word<31>in the upperdrawing of figure 6-10. Thisis
explained as follows. The RD signal activatesthe DRIVER cell and this invokes the
look-up operation.The worst casehappensat bit<31> of word<31>,sincethis cell is
farthestfrom the DRIVER andfrom the hit/misssignalattheright sideof the HITL cell.
Thedatawrite time from the write signalto dataloadingin the CAM hasbeensimulated
also.Thereadoperationof the RAM hasbeensimulatedfrom thereadsignalto the data

out line which is shan in the laver draving of figure 6-10.

The write time simulationof the CAM was performedas measuringhe time from the

WR signalto theD andDN change®f a CAM bit cell locatedfar away from thedriver,
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whichis word<31>in the upperdrawing of figure 6-10.In orderto measurehelook-up

Table 6-1: HSPICE Simulation result

Simulation Rith Result (ns)
WR1t ->D1 0.51
WR 1t ->DN 1 0.38
WR1t->D| 0.43
WR 1t ->DN ! 0.43
RD 1t ->HITH | 0.75
RDt ->HITL | 1.06
RD t -> Data outl 0.46

operationtime, the mostsignificantbit cell, which is bit<31> of word<31>in the upper
drawing of figure 6-10, is given a different value from other bit cells which are from
bit<30>to bit<2>in the samepicture.Thenthetime from the RD signalrising to HITH

falling andHITL falling aremeasured(As wasexplainedearlier the hit/misssignalis at
theright sideof theHITL signal.)Thedifferentrisetime for D andDN is dueto different
loading dependingon whetherthe passtransistorin the CAM cell is open.The read
simulationof the RAM usedthe samemethodasthe CAM. After writing a different
valuefrom therestof thebit cells,thetime from the RD signalrising to Dataoutfalling

is measured. The test circuit is shmoin figure 6-10.

The silicon layout diagramof a CAM cell arrayis drawvn in figure 6-11. The Prechage
Low cell matcheswith the HITH cell in the upperdrawing of figure 6-10 and the Hit
Detectioncell is identicalwith the HITL cell in the upperdrawing of figure 6-10. The

arrov namedHit Signalto RAM meansthe Hit/miss signalin the upperdrawing of
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figure 6-10. As depictedin figure 6-9,the RAM cell arraysarelocatedat the left sideof
the CAM cell arraysin figure 6-11 (thoughthis is not drawvn in the figure). VDD and

VSS stand for Reer and Ground respegoly.

bit<31> bit<6> bit<5> bit<2>
Hit/miss
WORD<31 D DN | *====== HITH| | =====- HITL
WORD<0>
RD b
WRM DRIVER
word<31> Word<6>Word<5> Word<0>
Bit<31>| D DN| =#*===«| | | sessen Data out
A A
Bit<1>
RD WR

Figure 6-10: Test circuit for simulation

6.5 Summary

The designof the BTC for the AMULET3 processohasbeencarriedout usinga self-
timedtechniqueThemajority of thedesignis purelystatic,composeaf complementary
CMOS gates.In certain situations,wide NOR functions are required and theseare

implementedn dynamiclogic. To indicatewhenthe readoperationof the CAM andthe
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RAM is finished,a self-timedtechniques used.Thatis, an extra self-timing columnof
dummybit cellswith a dynamicbit line is implementedo mimic the timing of the data

bit lines.

As wasmentionedn section5.3,thenew THUMB functionis addedin AMULETS3. In
termsof functionality, this is the biggestchangein the designof the AMULET3 BTC
comparedo thatof AMULETZ2e. The layoutfor the storagefor the conditioncodeand
thelink bit wasaddedandof coursethe layoutgeometryis totally renavedasshowvn in

figures 6-9, 6-10, and 6-11.

Dependingntheprogressn designingherestof the AMULET3 processqrthedetailed
implementationof the BTC may change.However, the major look-up and write
operationsof the CAM cell arraysand the readand write operationof the RAM cell

arrays are unligly to be changed.
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Figure6-11: CAM cell layout diagram for oneword
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Conclusion 7

This thesishaspresentedngineeringvork on asynchronouslesign.The branchtarget
cachgBTC) wasdesignedandimplementedor theinstructionprefetchunit (IPU) in the
AMULET3 processarAs was mentionedin chapterl, the authoris responsiblefor
designingthe IPU, andthe BTC is a part of the IPU. The BTC consistsof the content
addressablememory (CAM) and the random accessmemory (RAM). These two
componentgietectcompletionusingdummy bit self-timedlogic. The CAM comprises
the CAM cell arraysand the hit/miss detectionlogic which is the critical pathfor the
performanceof the BTC. The coreof the work is mainly engineeringvhich focuseson
implementinglow level transistorcircuitry. Many asynchronouslesigntechniquesvere

used in the course of theovk.

7.1 Contributions

The designof the BTC in AMULET3 hasshawvn thatit is possibleto achieve better
performanceand more functionality usinga new configuration,althoughthe designis
similar to the oneusedbeforein AMULET2e. As shawvn in figure 5-8, in the caseof the
dhrystonedest,the percentagef predictecbranchesncreasedy aboutl4%comparedo

thatof the AMULET?2e BTC. (Theincreasesare muchsmallerin the casesof espresso
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andthe C compilertest.)As shavn in chapter5.3, new functionalityto supportTHUMB
modehasbeenaddedandthe conditioncodeandthelink bit of abranchaddressarenow
storedin the BTC RAM togetherwith the target addressjn order to avoid fetching

predicted branches from memory

AMULETS3 is an ongoingproject,and so is the BTC design.Thereforethe hardware
implementationproposedn this thesis,couldbe changedater For the samereasonthe
exact numericalvaluesof the power consumptionjotal speedandtotal layout areaof
the BTC are not available sincethey dependon the restof AMULET3. Nevertheless,
sincethe CAM andRAM cell designsarefinished the speedf the CAM block,whichis
the critical pathin the BTC and the major factor of the BTC accesstime, can be

ascertained and is\@n in this thesis.

Methodsfor implementingthe BTC usingstaticanddynamiclogic have beendescribed
in detail. Although a similar BTC was usedin AMULET2e, there are three distinct

improvements implemented in AMULETS3.

. In order to supportthe THUMB instruction set, the functionality of the
THUMB modeis added.Thusfrom the viewpoint of the BTC the THUMB

and the ARM instruction sets are equally supported.

. The condition codeand link bits in the branchinstructionare storedin the

RAM, sothereis no needto fetchthe instructionfor a predictedbranch.This

sa/es paver and increases performance asvesa memory access.
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. The number of the CAM entries is increased from 20 to 32. Thus the total

performance isincreased.

Post-layout simulation, in a 0.35 micron triple metal CMOS technology, shows that the
comparison function of the CAM takes 1.06ns to produce the hit/miss signal when a full
30 bit comparison is performed. The higher bit<32:6> comparison takes 0.75ns. Taking
account of the fact that usually only the lower bit<5:2> comparison is performed, just

0.51nsistaken for the CAM comparison in the most frequent case.

In addition, AMULET3 has a much shorter average cycle time than AMULET2e. Some
of thisis achieved through using a more advanced process technology, but the rest (about
a further factor 2) has required a radical redesign of the IPU organisation in order to

ensure that the IPU is not amajor bottleneck in the design.

7.2 Futurework

Historically, asynchronous design has been considered to have potential advantages in
the implementation of designs with low power consumption. As described in chapter 5,
asynchronous design has been shown to have potential for low power consumption, as
evidenced by AMULET2e. It is natural to think AMULET3 will also have good low-

power characteristicsin the light of past experience.

There is another issue related to asynchronous design, electro-magnetic interference.
This emerging issueis considered as one of the most important features in asynchronous
design. In synchronous design, clock speeds have already reached 500 MHz, and

gigahertz processors will probably be available within the next few years. At those clock
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rates,even shorttransmissiorineswill actasantennasproducingunwelcomeamounts
of electro-magnetiénterferenceand cross-talk[97]. The fundamentalproperty of the
periodicoperationdefinedby the clock worsenshis problem.However, this effect does
not appearin asynchronouslesignsince all signal changesare aperiodic. To make

mattersworse,in synchronouslesignlogic actvity happensmmediatelyfollowing the
clock edge, whereasin asynchronousdesign it is distributed over time. Thus in

asynchronougslesignthe noise spectrumis spreadwithout the high amplitude peaks
which arefoundin the spectrunmof synchronouslesignsThis rigorousEMI compliance

will be proven in AMULETS3.
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Schematics

A

This appendix contains the schematics of some of the cell library for the AMULET3

branch target cache. Below isalist of the following appendix sections:

O BTCTop
O  Input Latch

O TSPC Latch

O Address Decoder

0 CAM Top

O CAM Driver

0  CAM High Precharge

(0 CAM Low Precharge

O CAM Cdl

O CAM Odd Hit Check

O CAM Even Hit Check

(0 RAM Top
0 RAM Precharge

0O RAM Cdl

Appendix A
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A.2 Input Latch
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A.3 TSPC Latch
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A.4 Address Decoder
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A5 CAM Top
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A.6 CAM Driver
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A.7 CAM High Precharge
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A.8 CAM Low Precharge
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A9 CAM Cdl
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A.10 CAM Odd Hit Check
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A.12 RAM Top
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A.13 RAM Precharge
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A.14 RAM Cdl
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L ayouts B

This appendix contains the layouts of some of the cell library for the AMULET3 branch

target cache. Below isalist of the following appendix sections:

0  TSPC Latch

0 CAM Driver

0 CAM High Precharge
(0 CAM Low Precharge
0 CAM Cdl

0 CAM Odd Hit Check
0 CAM Even Hit Check

0O RAM Cdl
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B.1 TSPC Latch
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B.2 CAM Driver
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B.3 CAM High Precharge
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B.4 CAM Low Precharge
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B.5 CAM Cdl
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B.6 CAM Odd Hit Check
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B.7 CAM Even Hit Check
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B.8 RAM Cdl
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