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Abstract

Asynchronous design methodologies are a subject of growing research interest since
they appear to &r benefits in low power applications and promise greater design mod-
ularity. Howevey before these advantages can be exploited commerdtathust be

shown that asynchronous circuits can be testiedtefely in volume production. This

thesis presents the results of research into various aspects of the design for testability of
asynchronous circuits.

Low power is often achieved by minimising circuit activijowevery testable designs
require high transition probabilities. It is shown that design for testability and design for
low power are in direct conflict. As a result, the more testable a circuit is, the more
power it consumes. The resolution of this conflict can be found in the separation of nor-
mal operation and test modes. In test mode the circuit activity is increased, dissipating
more power

Many asynchronous designs use Muller C-elements inga haairiety of applications
including both control and data pathgsfable CMOS designs for C-elements are pre-
sented which provide for the detection of transistor stuck-at and stuck-open faults.

The scan test technique is used to test stuck-at and delay faults in micropipelines. This
technique is generalised to the design for testability of either two-phase @hise
micropipelines. An asynchronous built-in self test (BIST) micropipeline design based
on the BILBO technique is presented. The proposed design for the BILBO register
allows stuck-at and delay faults to be detected inside the combinational circuits of the
micropipeline.

Structural designs for random pattern testability techniques applicable to asynchronous
sequential circuits are described. The proposed random test procedure provides for the
detection of all single stuck-at faults in the control and data paths of the sequential cir-
cuit under test, reducing the overall test complexity to the testing of its combinational
network.

Case studies of testable implementations of some high-level asynchronous functions,
including an adder and a block soyimre analysed for their testabiligerformance and

area cost. These designs show that, as expected, there is afttadeeahade between
testability and cost. Howevesatisfactory testability can be achieved for a circuit
designed with a small area overhead for test circuitry and little performance degrada-
tion.
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Chapter 1: Asynchronous VLSI
Circuits

This chapter starts by describing the major advantages of using asynchronous VLSI
designs and provides an overview of the asynchronous design methodologies and tech-
niques developed so fa&ubsequent sections present descriptions of the micropipeline
and handshake circuit design methodologies which are the basic asynchronous design
styles used in the work described in this thesis. The importance of developing asynchro-
nous design for testability (DFT) techniques is discussed. Firlalylast section con-

tains a thesis overview describing the structure of this thesis and the results published by

the authar

1.1  Asynchronous VLSI circuits

Very Lage Scale Integration (VLSI) circuits designed using modern Compided

Design (CAD) tools are becoming faster andydégrincorporating millions of smaller
transistors on a chip [Rice82, Russ8&sté93]. VLSI designs can be divided into two
major classes: synchronous and asynchronous circuits. Synchronous circuits use global
clock signals which are distributed throughout their subcircuits to ensure correct timing
and to synchronize their data processing mechanisms. Asynchronous circuits contain no

global clocks. Their operation is controlled by locally generated signals [Mead80].

1.1.1 Motivation for using asynchronous circuits

A resugence of interest in the design of asynchronous circuits has been stimulated by

their potential advantages compared to their synchronous counterparts:

» The absence of the clock skew problem. The lagest problem with clocking in VLSI

circuits lies in distributing the clock at the same instant to all clocked elements across
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the chip. “Clock skew” describes the phenomenon wherebbgrelift parts of the

VLSI system see the clock at slightly féifent times due to delay variations in the
clock interconnections. Clock distribution schemes which minimise the clock-skew
window become more and more costly in modern VLSI designs. This is because
modern state of art VLSI technology tends to use smaller transistorgen tdvips

which increases the importance of physical delays along wires in a chip rather than
signal delays through transistors. For instance, the clock driver circuitry in the DEC
Alpha microprocessor occupies about 10% of the chip area [Dob93]. In asynchro-
nous circuits, the clock skew problem no longer exists since they do not use synchro-

nization clocks to control their operation.

Performance The fixed clock period in synchronous circuits is chosen using worst-

case performance analysis. As a consequence, synchronous circuits perform at their
worst-case rates. In asynchronous circuits, the communication between separate
blocks on the chip occurs when the data is ready to be transmitted. As a result, asyn-
chronous designs can exhibit typical case performance rather than worst-case per-

formance.

Power consumptiariThe power consumption of VLSI circuits is important in porta-
ble digital systems since a design objective is to maximize the life of lightweight bat-
tery packs. All parts of a synchronous VLSI design are clocked even if they do not
produce “useful” results. In asynchronous circuits, only those parts of the circuit
which produce meaningful results are involved in the computation process. As a
result, the use of asynchronous circuits can lead to lower power consumption
[Birt95].

Timing and design flexibilityf a synchronous VLSI circuit is required to work at a
higher clock frequencyall parts of the circuit must be improved to operate within the
shorter clock period. In an asynchronous circuit, performance can be enhanced by
modifying only the most active parts of the design using innovations in VLSI tech-
nology Since asynchronous circuits communicate using signalling protocols rather

than clocks the modified components must only obey the requirements of the com-
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munication protocol. In principal, greater throughput for synchronous circuits can be

achieved only when all VLSI components are realized on a new technology

» Adoption to environmental variations. Changing environmental conditions can sig-
nificantly vary the logic delays in VLSI circuits. Synchronous circuits are simulated
extensively under a wide variation of parameters such as supply voltage and operat-
ing temperature to ensure that the chosen clock period guarantees correct operation
under all specified conditions. The adaptability of asynchronous VLSI circuits allows
them to function correctly under g environmental variations by allowing them to

operate more quickly or more slowly accordingly

The advantages of asynchronous circuits have not yet been fully realised due to the fol-

lowing reasons:

» The design of asynchronous VLSI circuits for specific applications appears to be dif-

ficult due to the lack of suitable CAD tools.

» Special techniques for removing hazards in asynchronous circuits often lead to a sig-

nificant increase in silicon area [Lav93, Brzo95a].

Nevertheless, a growing interest from industry in asynchronous circuits is stimulating
research in design methodologies which can be used to devitignéfasynchronous
VLSI designs which could compete successfully in a market presently dominated by

synchronous circuits.

1.2 Asynchronous VLSI design methodologies

A large number of existing asynchronous design approaches can be classified using the

following three main criteria:
» delay models;
» data representation;

 signalling protocols.
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1.2.1 Delay models in VLSI circuits

Delay models can be divided into three categories: fixed, bounded and unbounded delay
models. In the fixed delay model, the delay is assumed to have a fixed value. According
to the bounded delay model the delay may have any value in a given interval. In the
unbounded delay model, the delay can have any finite value. Delays in digital circuits
are associated with wires and gates. In principle, a circuit model is defined by its func-

tion and delay models for its wires and components [Birt95, Brzo95a].

Depending on the delay model assumption asynchronous circuits can be classified into
three major groups: delay-insensitive, speed-independent and bounded-delay circuits
[Birt95]:

 In delay-insensitive circuits all delays in gates and wires are allowed to be arbitrary

but finite.

» Gate delays ispeed-independent circuits are arbitrary and finite but signal transmis-
sions along wires are instantaneous. This assumption allows the use of the isochronic
fork [Berk91] where transitions on the forked parts arrive at their destinations at the

same time.

* A bounded-delay circuit uses the bounded delay model to ensure correct data
processing. In this model the delays through the data paths of the circuit are known

and bounded whereas the control logic remains delay-insensitive.

1.2.2 Data representation

Data in asynchronous circuits can be represented using either dual-rail or single-rail data

encoding.

Both delay-insensitive and speed-independent implementations require dual-rail encod-

ing of data where each data bit is represented by two wires: a “zero” propagation wire
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and a “one” propagation wire. A standard level-sensitive dual-rail data encoding tech-

nigue has four states:

» 00 - “initial state; data is not valid”;
» 10 - “transmission of a logical zero”;
» 01- “transmission of a logical one”;
* 11 - “illegal state”.

Once the data has been transmitted the wires must be returned to their initial state. Thus,
the presence of new data is indicated by a transition on one of the propagation wires.

The illegal state is not used in dual-rail data encoding.

The major disadvantage of using the dual-rail data representation compared to single-
rail data encoding, where each wire represents one bit of binary information, is that its
implementation requires twice as many wires and, as a consequence, leags wrkar

cuits. Bounded-delay asynchronous circuits allow the use of single-rail data encoding
where combinational logic circuits similar to those used in synchronous designs can be

used directlyThis ofers a significant reduction in silicon area.

1.2.3 Signalling protocols

Most asynchronous communications are based on using signalling protocols which
define a “handshake” procedure between two computation blocks [Berk93]. A typical

handshake protocol for a bundled-data system between a sender and a receiver is shown

Request -
Acknowledge O
[ < g

SENDER RECEIVER

Data >

Figure 1.1: Sandard handshake signalling protocol
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Figure 1.2: Bundled-data protocol using two-phase transition signalling

in Figure 1.1. According to this signalling scheme two control signals are required:
“request” and “acknowledge”. The request signal is used to initiate an action and the
acknowledge signal indicates the completion of the requested action. These control sig-
nals carry all the necessary timing information to provide for proper data communica-
tion. In the handshake protocol, there are always the initiator of the action which
generates the request and the passive circuit which waits for a request and then generates
the acknowledge. The full and empty circles in Figure 1.1 denote the active and the pas-

sive partners in the handshake procedure respectively

Two transition signalling schemes can be used to implement an asynchronous signalling
protocol: two-phase (non-return to zero) and fphbase (return to zero) signalling
[Lav93, Birt95]. Figure 1.2 illustrates the two-phase bundled data signalling protocol.
There are two active phases in the communication process: the signal transitions (rising

or falling) on the request and acknowledge wires. An event on the request or the

Request

Data

Acknowledge

Figure 1.3: Bundled-data protocol using four-phase transition signalling
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acknowledge control line terminates the active phase of the sender or the receiver
respectivelyDuring the receives active phase the sender must hold its data unchanged.
Once the receiver generates an acknowledge event new data can be produced by the
sender In Figure 1.2 solid and dashed lines represent the Seraled the receiviey

actions respectively

A four-phase transition signalling protocol is shown in Figure 1.3. In this protocol the
actions of the receiver and the sender are terminated when both the request and the

acknowledge signals are returned to zero.

Note that the dual-rail data representation requinesl(Pwires (2 for then-bits of data
and 1 for the acknowledge) to sendmanit word of data from the sender to the receiver
A separate request signal is not needed since the presence of new data can be identified

by transitions on tha pairs of data wires.

Each signalling protocol has advantages and disadvantages. For exampidagaur
signalling requires twice as many signal transitions as two-phase signalling, dissipating
more engyy. Fourphase control circuits are usually smaller than two-phase circuits but

they are more diicult to design [Furb96].

1.2.4 Asynchronous design styles

Delay-insensitive circuits

Molnar, et. al. introduced techniques to implement delay-insensitive circuits which can
be either clock-free or locally clocke@Q{modules) [Mol85]. High-level description lan-
guages such a®ccam [Brun89] and atrace-based language [Eber87] were used by
Brunvand and Ebgen respectively to design module-based delay-insensitive circuits.
Specially developed automatic compilation procedures are applied to the high-level

design description in order to implement a delay-insensitive circuit.
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Quasi delay-insensitive and speed-independent circuits

Martin proposed a methodology for designing so callexs delay-insensitive circuits

which differ from speed-independent circuits mainly in the assumption that all forks in
speed-independent circuits are isochronic, whereas quasi delay-insensitive circuits
allow forks to be either isochronic or delay-insensitive. The design process includes two

main steps:

» the developing of the high-level specification using ¢bemunicating sequential

processes (CSP) [Mart90] language;
 the translation of the high-level specification into a circuit implementation.

Philips research laboratories developed Tasgram programming language which is
similar to CSPA set of tools providing for the compilation of thengram program in a
handshake circuit has been implemented [Berk88, Berk91].

Several reports proposed a number of design techniques for speed-independent circuits
[Chu87, Meng89]. These design approaches are based on the high-level circuit specifi-

cation in the form of signal transition graph (STG).

Bounded-delay circuits

Bounded-delay circuits use tHandamental-mode assumption that the environment
must wait for long enough for the output data to stabilize on the circuit outputs. The
principles of fundamental-mode design techniques were developed first iaduf
[Huff54] and later extended by Unger [Unger69].

A design approach to buildingurst-mode finite state machines was proposed by

Nowick et al. [Nowick91]. According to this approach:

» each state transition can occur under a certain set of input changes (so dajpet! an
burst) so that no burst from a particular state can be a subset of another burst from the

same state;
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« any state must be entered with the same set of input values.

The proposed timing mechanism allows the burst-mode finite state machine to be
moved to a new state whenever the output associated with the previous state has

changed enabling the input signals to be changed.

Ivan Sutherland in his 1988ufing Award lecture described an elegant approach to
building asynchronous pipelines called micropipelines [Suth89]. Micropipelines are
asynchronous, event-driven pipelines based on the bundled-data interface. In micropipe-
lines, the data is treated as a bundle, i.e. when the data produced by the sender is stable
the sender issues a request event to the receiver; the receiver acknowledges the receipt
of the data by sending an acknowledge event (see Figures 1.2 and 1.3). This handshak-

ing mechanism is repeated when further data is produced by the.sender

1.3  Motivation for the chosen design methodologies

As has been shown above there is a great varietyfefatit asynchronous design tech-
nigues. In this thesis the micropipeline and handshake circuit design methodologies are

considered for the following reasons:

* An asynchronous version of the ARM6 microprocessor (AMULET1) has been
designed by the AMULET research group at the Department of Computer Science in
the University of Manchester and fabricated by GEC Plessey Semiconductors Lim-
ited. AMULET1 was designed using the micropipeline design approach with two-
phase signalling which f#rs a good engineering framework for the design of com-
plex asynchronous VLSI circuits [Furb94, Pav94]. A second generation of asynchro-
nous ARM microprocessor called AMULET2 has recently been designed by the
AMULET group. The design of the AMULET2 microprocessor is based on the four

phase micropipeline framework [Furb96].

» A great deal of engineering work has been carried out in the AMULET group to opti-
mise the design flow of asynchronous circuits initially described inghgram lan-

guage [Farn95, EdTR95]. In collaboration with Philips Research Laboratories an
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effective design environment has been developed and incorporated within the
Cadence design framework usin§iMIC design verification tools [Farn95, Sim94].
As a result, during the design process which goes fromahgrdm specification to a
circuit implementation an engineer may repla@ngram synthesised subcircuits

with more eficient hand-developed design solutions.

Therefore, the micropipeline and handshake circuit design styles have been chosen as
the basis of the work described in the rest of this thesis because of substantial design

experience and tools support existing within the AMULET group.

1.4  Micropipelines

As was mentioned above the micropipeline design approach is based on three funda-

mental principles:

* the pipelined aganization of the computation;
* transition signalling;

 the bundled-data interface.

The micropipeline approach was described by Sutherland using event controlled ele-

ments which use two-phase transitions [Suth89].

1.4.1 Event controlled logic elements

Figure 1.4 shows an assembly of the most frequently used asynchronous logic modules

for two-phase transition events.

TheExclusive-OR (XOR) element can be used to mertwo event streams: if an event
is received on either of the inputs of the XOR gate a response event will be produced on

its output.

The Muller C-element is a memory element which performs a logical AND of input

events. The C-element is sometimes called a “rendezvous” circuit for events since it
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Figure 1.4: An assembly of basic logic modules for events

produces a rising or falling event only when rising or falling events have arrived at both
of its inputs respectivel\Note that events can be generated on the inputs of the C-ele-
ment at diferent times. Thus, if the inputs of the C-element arkerdift its output

remains unchanged and the C-element holds the previous state.

The Toggle element sends a transition alternately to one or other of its outputs when an

event appears on its input. The first event is generated on the output marked with a dot.

The Select module is a demultiplexer of events. It steers a transition to one of two out-
puts depending on the logical value on its control input (marked with a ‘diamond’ sym-

bol in Figure 1.4).

TheCall element serves a function which is similar to a subroutine call in programming.
It remembers which one of its two inputs received an evérdr(r2) and calls the pro-
cedurer. Once the procedure is finished an event is generated ondirmat the Call

element produces a matchidgne event on the corresponding outpdt Or d2).
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The Arbiter guarantees that both of its outputs are not active at the same time. The arbi-
tration function isin granting service (g1 or g2) to only one request (rl1 or r2) at atime.
The other grant is delayed until after an event has taken place on the done wire (d1 or
d2) corresponding to the earlier grant. The behaviour of arbiter circuitsis discussed else-

where [Chan73].

There are certain restrictions on the behaviour of the environment which generates
events to these elements. For instance, if two request signals arrive at the inputs of the
XOR gate at nearly the same time the XOR gate produces a spike on its output. This
spike can cause the asynchronous circuit to halt or to go into a metastable state. There-
fore the environment must not allow this to happen. Similarly, the request events to the
Call element must be mutually exclusive, i.e., the next request must be generated for the
Call element only when the previous request has been processed. More about the restric-

tions on the environment behaviour can be found elsewhere [Suth89, Birt95, Brzo95a).

1.4.2 Micropipeline structures

Figure 1.5 illustrates a three-stage micropipeline with processing. In the initial state all
the event registers of the micropipeline are transparent. A data value is sent to the left
event register (Regl) by the environment. Once a request event is generated on control
line Rin the datais copied into register Regl which then signals events on its Rout and
Ain outputs. In this state event register Regl holds the data stable until it receives an
acknowledge signal on its Aout input. The request signal generated by register Regl is
delayed for enough time to alow the data on the outputs of the following logic block
(Logicl) to be stable. After receiving arequest signal on input Rin the second event reg-

Rin

—p| Rin  Rout Rin  Rout Rin  Rout
Dataln , [ Event Event Event
Regl Reg2 Reg3

Ain ) . .
<4—] Ain  Aout Ain  Aout Ain  Aout

Figure 1.5: A micropipeline with processing
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Figure 1.6: AMULETL1 event latch structure

toggle

ister Reg2) latches the data, acknowledges it by signalling an event émnitsutput

and generates a request signal ofRaist output for the next event registés a result,

event registeRegl is set to the transparent mode where it is ready to accept new data
from the environment. The data processing procedure described above is repeated for
the rest of the micropipeline stages. The output data produced by the micropipeline can
be read by the environment when a request signal is generatedRout itaitput. Once

the output data is latched an acknowledge signal is sent toAopubf the micropipe-

line. Every micropipeline stage works in parallel and sends data to the neighbouring

stage only when the data is ready to be processed.

There are dferent ways to control the latching and storing of the data in the micropipe-
line registers. For example, event-controlled latches described by Sutherland are con-
trolled by a pair of control signals such as “pass” and “capture” [Suth89]. In the initial
state all the register latches can be either transparent or in the capture mode depending

on the latch transition controlling protocol.

Figure 1.6 illustrates the design of the event latch widely used in the AMULET1 micro-
processor [Furb94, Day95, Birt95]. The design of the latch follows the two-phase transi-
tion signalling protocol shown in Figure 1.2. The XOR gate together with the toggle
element converts the two-phase signalling into a-finarse protocol. This is because
the latch is level-sensitive and is transparent wheg&nhsgnal is low and opaque when

En is high (see Figure 1.6).

Initially, the latch is transparent and all the control wires are reset. When a rising event is

sent to inpuRin the output of the C-element goes high and the latch is closed, latching
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the input data. The toggle element steers the rising event to its ‘dotted’ output. A rising
event on inpuAout makes the latch transparent resettingntble input En). A falling

event on the input of the toggle element causes a rising event to be generated on its
‘blank’ output priming the C-element. The operation of the latch is identical when a fall-
ing request signal is subsequently sent to its iffpat Different latch structures and

their control in two-phase and fephase micropipelines are discussed elsewhere
[Pav94, Day95, Furb96].

1.5 Handshake circuits

As was shown above many research groups are trying to devédopvef CAD tools
which translate the behavioural specification of an asynchronous circuit into silicon.
One such example is tharfigram language developed by Philips Research Laboratories
[Berk88, Berk91, Scha93].

Tangram describes the VLSI circuit as a set of processes which communicate along
channels. Thedngram program is translated into an intermediate format called a hand-
shake circuit. Handshake circuits are composed of handshake components and channels
on which they communicate [Berk93]. Components communicate with each other along
channels using a foyghase signalling protocol. The result of compiling tlaagram
program is a silicon layout with particular performance, power consumption and silicon
area properties. The transparency of the compilation process makes it possible to go
back to the @ngram program level where it is easy to make improvements to the proper-

ties of the taget VLSI design.

Consider the dngram program for a single lbeif stage shown in Figure 1.7a. This pro-
gram consists of three parts: @uxiliaries part, which is optional, aexternals part and

acommand part [Scha93].

Theauxiliaries part includes preliminary definitions of constants, types, etc. This part is
separated from thexternals part by the symbol ‘. In our program thaxiliaries part

declares typént of 8 bits.
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int = type [0..255] -
|

(@?int & blint) .

begin
X var int
| d
forever do
a?x; b'x
od a—"
end WX
a) b)

Figure 1.7: Sngle buffer stage: a) Tangram program; b) handshake
implementation

Theexternals part defines a list of external channels. The program communicates along
these channels with the environment. An external channel is described using a name and
a direction (the channel description may contain a type definition). The description of an
input or output channel consists of the name and the symbol *?’ or ‘I, which are fol-
lowed by an optional type, respectivelccording to the &ngram program (see Figure
1.7a) the buder communicates with the environment through the input charead the
output channeb accepting and sending data of type

Thecommand part of a &ngram program describes the behaviour of the program. In the
command part of the @ngram program shown in Figure 1.7a a varialdé typeint is

defined after keywordbegin which opens the scope (keywoedd closes the scope).

Note that new names with their types, which are used within the scope, must be defined
only before the symbol ‘|'. The behaviour of the program must be described after the
symbol ‘|'. In the Bngram program of the daf an input value is received along chan-
nela and stored in variabbe (a?x). During the next step (the sequence of steps is sepa-
rated by the symbol *;") the value of varialdés transmitted via output chanre(b!x).

This procedure is repeated forever which is defined by the comim@vdr do ... od.

The Tangram program shown in Figure 1.7a is translated into the handshake circuit
illustrated in Figure 1.7b. The circuit contains several channels which connect the active

port () of one handshake component to the passive Poof @nother The communica-
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tion process is started by a handshake on the active end of the channel and completed
when an acknowledge is received from the passive end. The transmission of a new sig-
nal along a channel can start only after the receiver has confirmed the receipt of the pre-

vious transmission.

The environment activates the farfalong the activation channel (marked wifh) of

the component calletepeater. The repeater performs the repetition operation (com-
mandforever do) along channet. A sequencer process is triggered by a request signal
on the passive port of treequencer component which performs the operator “;”. As a
result, the sequencer performs a handshake on chéfirsl (it is marked with *) and
then a handshake along chanaélhe output channels of the sequencer activate the cor-
respondingtiransferer components marked with The left transferer is triggered first
along channdl, fetching the data from inpatand passing it to storage elemen®nce

the left transferer completes the handshake along chdrthelright transferer is acti-
vated by a request signal generated on chamnt a result, the data is fetched from

storage elementand transmitted to outpbt

Figure 1.8 illustrates implementations of the repeater (see Figure 1.8a), the sequencer
(see Figure 1.8b), the transferer (see Figure 1.8c) and the storage element (see Figure
1.8d) [Birt95, EdTR95, FarnTR96].

The inputs and outputs of the repeater are low in the initial state (see Figure 1.8a). When
a1 arising event is generated on the request olitpuie., b, 1. A rising acknowledge

event on inpub, of the repeater sets its outgito zero. Whetb,; a new rising request

is produced on outpub, of the repeaterSince the request on chanrglis never

acknowledged output, is grounded.
The order of events on the wires of the sequencer can be described as follows:

(&t byt bgt Xy by by Gt cat gt @l Xt Gy Car agl)* (1.1)

Symbol “*” denotes that the sequence of events in parenthesis is repeated an infinite

number of times.
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Figure 1.8: Handshake components a) repeater; b) sequencer; c) transferer;
d) storage element

The transferer is activated along channel a producing a request for data on channel b.
When the data is ready to be transmitted channel c is activated. The completion of the

data transmission is indicated by an acknowledge signal along channel a.

The storage element shown in Figure 1.8d is implemented using an n-bit register built
from level-sengitive latches. When the data is stable on the Dataln inputs the a, signal
goes high making the register latches transparent. As a result, the data is stored in the
register. Note that the a, signal is buffered to ensure the required drive strength for the
enable signal. After that arising event is produced on output a,, i.e., a;t. Once a,; the
latches of the register are closed and then a,, . If the data needs to be read a rising

request signal is produced on input b, causing arising event on output b,. Once the data
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is transmitted inpub, is returned to zero setting outyijtto low. Designs of other hand-

shake components can be found elsewhere [Scha93, Birt95, FarnTR96].

1.6  Design for testability of asynchronous circuits

Although asynchronous VLSI circuits demonstrate potential advantages which allow
them to be used in designs with low power consumption, high component modularity
and average case performance, their commercial benefits can only be fully exploited if
asynchronous chips can be tested in volume production. The test procedure must guar-
antee a high fault coverage for a given class of faults in the circuit under test within a

given time interval.

The testing of asynchronous circuits for fabrication faults is more complex than that of
synchronous circuits. The major factors that complicate the testing of asynchronous cir-

cuits are [Hulg94]:

* The presence of a g number of state holding elements. This makes the generation

of tests hard or even impossible.
» The dificulty of detecting hazards and races.

» The absence of a global synchronization clock. This decreases the level of controlla-

bility of the states of the asynchronous circuit.

* Logic redundancywhich is introduced into asynchronous circuits to ensure their haz-
ard free behaviousacrifices testabilityAs a result, some stuck-at faults in redundant

parts of the asynchronous circuit cannot be detected by logic testing.

As a consequence, the developing of asynchronous DFT techniques which can facilitate
the testing of asynchronous VLSI circuits is an important problem which must be solved

before their potential can be realized commercially
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1.7 Thesis overview

Current results obtained so far in the field of testing asynchronous circuits are discussed
in chapter 2. This includes an analysis of reports devoted to fault modelling in asynchro-
nous VLSI circuits, test generation techniques and design for testability methods for

delay-insensitive, speed-independent and bounded-delay circuits.

A relationship between the power consumption and the testability of CMOS VLSI cir-
cuits is investigated in chapter 3. The method used to evaluate this relationship is based
on elements of information theory is shown that design for low power consumption

and design for testability are in direct conflict. The resolution of this conflict lies in sep-
arating the testing issues from the low power issues by giving the circuit distinct operat-
ing and test modes. These results have been submitted to fBE€adtions on CAD for
publication [Pet95d].

Testable designs of static CMOS C-elements which provide for the detection of single
line stuck-at and stuck-open faults are given in chapter 4. It is shown that driving the
feedback transistors in the proposed testable static C-elements transforms their sequen-
tial functions into combinational ones depending on the driving logic value. This simpli-
fies the testing of asynchronous circuits which incorporate g laumber of state
holding elements. The results presented in chapter 4 have been published as a technical

report from the Department of Computer Science, University of Manchester [PeTR95].

A method for designing micropipelines for testability is presented in chapter 5. The test
strategy is based on the scan test technique. The proposed test approach provides for the
detection of all single stuck-at and delay faults in micropipelines and sequential circuits
based on the micropipeline approach. Materials presented in chapter 5 have been pub-
lished in the proceedings of the 5th Great Lakes Symposium on VLSI, USA, [Pet95b]
and the 13th IEEE VLSI&st Symposium, USA, [Pet95c].

Chapter 6 presents two structural approaches to designing asynchronous sequential cir-
cuits for random pattern testabilitfhe testable designs of two-phase and-fihase

sequential circuits are built using either the micropipeline design style or handshake
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components. The proposed test procedures for such sequential circuits provide for the
separate testing of the combinational logic block and the memory elements. A case
study of the AMULET2e memory controller designed for random pattern testability is
presented to demonstrate the practicality of the proposed design approaches.aFinally
BIST implementation of a micropipeline is considered. Some of the results described in
chapter 6 have been published in IEE Proceedings “Computer and Degitaliques”
[Pet95a].

In chapter 7 dierent implementations of an asynchronous adder are investigated. It is
shown that the choice of single-rail, dual-rail or combined single and dual-rail (hybrid)
data encoding techniques in the adder design brinégretit trade-dé between the
testability performance and area overhead. A case study of an asynchronous comparator
demonstrates that a hybrid implementation brings a reasonable compromise between the
area overhead, performance degradation and testing costs. These results have been pub-
lished in the IEE Colloquium on the Design andsfl of Asynchronous Systems
[Pet96e].

The design for testability of an asynchronous block sorter is presented in chaptdr 8. T
able structures of the block sorter are implemented using the scan test and BIST design

methodologies.

Finally, chapter 9 gives the principle conclusions from the work described in this thesis

and suggests some directions for future research.
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Chapter 2 : Testing Asynchronous
Circuits - Related Work

This chapter provides an overview of fault models used to develop tests for fabrication
faults in VLSI circuits and some results reported so far in the field of testing and design

for testability of asynchronous VLSI circuits.

2.1 Fault models

Errors in VLSI circuits can be caused by physical faults such as physico-chemical disor-
ders of the technological process (threshold changes, short circuits, open circuits, etc.)
or changes in the environment conditions in which the VLSI circuits operate [Abrah86,
Russ89]. After fabrication a VLSI circuit must be tested to ensure that it is fault-free.
The testing of VLSI circuits for fabrication faults is implemented by applying a set of
test vectors to their primary inputs and observing test results on their primary outputs. If
the outputs of the circuit under test ardfedént from the specification, the circuit is

faulty.

In order to derive tests for the circuit, the fault model and the circuit descriptive model
must be chosen. Obviousthe lower the level of circuit representation used in test pat-
tern generation, the more accurate the fault model will be. Howevenodern VLSI
circuits having millions of transistors on a chip the transistor level description model
increases the test generation time drastic@lfya result, the right choice of the fault
model and the level of the circuit representation can bring a reasonable compromise

between the test derivation time and the fault coverage.
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2.1.1 Gate-level fault models

The stuck-at fault model. The most widely accepted fault model used to represdet-dif

ent fabrication failures in VLSI designs is the stuck-at fault model [MClus86, Russ89,
Weste93]. A stuck-at fault on lin@ connects it to the power supply voltageygvor

ground (\,9 permanentlyOriginally the stuck-at fault model was designed to describe
the fault behaviour of the circuit under test at its gate level representation. Figure 2.1
shows a three-input NAND gate. A stuck-at-0 fault on irpof the gate (1-SAO) pro-
duces a logic one on its output regardless of the values on the other inputs. This fault is
equivalent to 4-SA1 fault on outp¥tof the gate. Both faults are detected by applying

an ‘all ones’ test to the inputs. As a result, the fault-free response, which is Zers, dif
from the fault response, which is onable 2.1 contains test vectors for the detection of

all stuck-at faults in the three-input NAND gate.

Table 2.1: Test set for stuck-at faultsin the three input NAND gate

Inputs Output Detected Faults
A | B | C | Y(Faultfree) Y (Faulty)
111 0 1 1,2,3-SA0; 4-SA1
0oj1]1 1 0 1-SAl, 4-SA0
101 1 0 2-SA1, 4-SA0
1]11]0 1 0 3-SAl, 4-SA0
—

1sAL. L o J
A /
1 E Y

Figure 2.1: Three-input NAND gate
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For any circuit the total number of all possible faulty circuits with multiple stuck-at
faults can be estimated 88— 1, wheren is the total number of signal nets. In practice,
only the single stuck-at fault model is considered to avoid an incredigly tarmber of

faulty circuits and to enable fault simulations to be performed in reasonable time.

The bridging fault model. Bridging faults are caused by shorts between signal lines in
the circuit. For instance, a short between lines 1 and 2 of the NAND gate shown in Fig-
ure 2.1 can be modelled in two ways: lines 1 and 2 are connected together using net 1 or
net 2 as an input. These faults can be detected by test (1,0,1) or (0,1,1) respBctigely

that stuck-at faults can be modelled by shorts. For example, 1-SA1 fault is equivalent to
a short between the source and the gate of tranBigtarhereas 0-SA1 fault is equiva-

lent to a short between the source and the gate of trarfdisteee Figure 2.1).

The delay fault model. A delay or transition fault alters the signal propagation delay
along the faulty line [Lala85, Agra92]. As a result, signals can arrive at the outputs of
the circuit before or after the time expectedsting delay faults in asynchronous cir-

cuits is hard due to the absence of a synchronization clock.

2.1.2 Transistor-level fault models

Previous work concerning the accuracy of gate-level fault models has been reported.
Experimental results with test chips indicated that 20.8% of all faulty blocks had no
gate-level stuck-at faults [Panc92]. Other results have shown that 36% of all faults are of
the non-stuck-at variety [ShenM85]. According to these results the application of tests
which provide for the detection of all single gate-level stuck-at faults in the chosen chips
still “pass” faulty circuits. Fault models described at the transistor level are more accu-
rate and, hence, fef a better coverage of fabrication faults in the circuit under test. Line
stuck-at, stuck-open and bridging fault models are used to describddtis ef the

majority of fabrication faults in CMOS designs [Chen84, Abrah86, Russ89, Abra9Q].

The stuck-at fault model. As was mentioned above the stuck-at fault model assumes that

a fabrication failure causes the wire to be stuck permanently at a certain logical value.
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Figure 2.2: Locations of line stuck-at faults and their interpretation in a fragment of
CMOSdesign

Consider a fragment of a CMOS design (in Figure 2.2a) with possible locations of line
stuck-at faults. For instance, the stuck-at one fault in node 1 (1-SA1l) is interpreted as a
break on line 1 with the gate oftype transistoN, connected permanently to the power
supply voltage (in Figure 2.2b). The application of a constant voltage is marked with a

Cross.
Fault 2-SA can be represented in three ways:

« the disconnection of transistlf from node 2 and setting its source to a logical value
(fault 2’-SA in Figure 2.2b);

« the disconnection of transistig from node 2 and setting its source to a logical value
(fault 2"-SA in Figure 2.2c);

 the disconnection of transisthlk from node 2 and setting its drain to a logical value

(fault 2’-SA in Figure 2.2d).

Note that fault 2’-SA is equivalent to fault 1-SAO when transistds is permanently
off. Thus, fault 2’-SA can be excluded for the sake of simplicijotations 3'-SA or
3”-SA denote a break on the left side of line 3 and setting a permanent logical value on
its right side or a break on the right side of line 3 and setting a permanent logical value

on its left side respectively (compare Figures 2.2b and 2.2c).
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a)

Figure2.3: CMOSinverters. a) inverter with two logically untestabl e stuck-at faults;
b) testable inverter

The basic CMOS inverter shown in Figure 2.3a consists of one of each of the two types
of transistor: ap-type and an n-type transistor [Weste93]. When input x islow the n tran-
sistor is off and the p transistor is on. Output y is connected to the power supply voltage
(Vgqg) Which corresponds to alogical one. If input X is high the n transistor is on and the
p transistor is off. Output y is connected to ground (V) which is alogical zero. Figure
2.3ashows line stuck-at fault locationsin the CMOS inverter. For example, fault 1-SA1
of the inverter setsits output y to a constant logical zero. Input x of the inverter must be
set to low to detect this fault, whereupon output y remains low whereas the fault-free

responseis high.

Consider fault 2-SAQ in the inverter illustrated in Figure 2.3a. This fault sets transistor
P, permanently on. If input X is high both transistors P; and N, are on. This leads to an
uncertain situation when a logical one or zero can be registered by the test circuitry
depending on the strengths of the transistors. As a consequence, the detection of fault 2-
SA0 cannot be guaranteed by logic testing. Similar observations can be made for fault 3-
SAL

The stuck-open fault. The stuck-open fault model represents a fault effect caused by a
fabrication failure which permanently disconnects the transistor pin from the circuit
node. Stuck-open faults can be opens on the gates, sources or drains of transistors. In the
presence of a single stuck-open fault (SO) there is no path from the output of the circuit
to either Vyq or Vg through the faulty transistor. For example, in the presence of fault

P,-SO (Figure 2.3a) output y cannot be set high since there is no connection between
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Table 2.2: Tests for stuck-at and stuck-open faults of the inverter in Figure 2.3b

Single | Single | Single Fault-free | Faulty out-
SAOQ SAl SO Test sequences output put
faults faults faults
X tn tp y y
2 8 1 1 0 0 1
8 2 0 1 0 1 0
1,4 PP, 1 1 0 0 0
0 1 0 1 0’
3,5 N.,N, 0 1 0 1 1
1 1 0 0 r
4 1 1 1 0 0
1 0 0 o 1
5 0 0 0 1 1
0 1 1 r 0
1 6 1 1 1 0 0
0 1 1 o 1
7 3 0 0 0 1 1
1 0 0 r 0
6 1 1 0 0 0
0 1 0 1 Oy
7 0 1 0 1 1
1 1 0 0 1,

Vg4q and nodey. This fault can be identified by a set of two test patternsXT,=0>
applied sequentially to input As a result, the output of the faulty inverter remains low
whereas the output of the fault-free inverter is high. R44B0 is detectable by a test

set <-|1:O,T2:1>.

Figure 2.3b shows a CMOS inverter which is testable for all single stuck-at and stuck-
open faults. o additional transistor$?( andN,) controlled by two separate inputs are
inserted into the inverter shown in Figure 2.3abl& 2.2 contains tests for line stuck-at
faults and transistor stuck-open faults in the inveNete that faults 4-SAO and 5-SA1

are detectable by logic testing. For instance, a test sequere#l¥T,=100> applied

to the inputs of the inverter detects fault 4-SAQ. Theceof fault 6-SAO or 7-SAl is a
‘weak zero’ (Q,) or a ‘weak one’ (J,) output signal respectivelffhese voltage levels

are very close to the corresponding logical 1 and 0 voltage levels sinceyowgmipre-

viously set to the same logical values. Faults 1-SA1 or 3-SAO result in a ‘floating zero’
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(0") or ‘floating one’ (1) output signal respectivelyhe output capacitance of the
inverter can be considered as a dynamic memory element which keeps itsga@char
value for a certain time. It is assumed that the time between the application of two test
vectors is small enough not to allow a floating output voltage level to reach the CMOS
threshold level [Veld78, Red86, \8&te93]. Hereafter we will treat weak and floating log-

ical values as normal ones. A stuck-at fault on the gate of a CMOS transistor keeps the
transistor on or défpermanently depending of the type of fault. Thus, transistor stuck-
open faults in CMOS designs can be represented by their correspondent gate stuck-at
faults. For instance, fault 5-SAO on the gate of transi$jas equivalent to faull,-SO

(see Figure 2.3b). As a result, testing for stuck-at faults of the inverter illustrated in Fig-

ure 2.3b guarantees the detection of all its stuck-open faults.

The bridging fault model. It has been shown that in CMOS technology a bridging fault

at the transistor level can convert a combinational circuit to a sequential one [Lala85].

This creates extra problems for detecting such faults. Some bridging faults at the transis-
tor level representation of the circuit under test have no logic realizations at the gate
level. Testing for such faults requires the circuit structure to be tested which is not easy

[Russ89].

2.2  Testing delay-insensitive and speed-independent circuits

It has been observed that stuck-at faults in delay-insensitive circuits, where each transi-
tion is confirmed by anothetause the whole circuit to halt; this is called the self-diag-
nostic property of delay insensitive circuits [Dav90]. A stuck-at fault on a line is
equivalent to an infinite signal propagation delay along this line. As a result, a transition
that is supposed to occur does not happen because of a stuck-at fault; this is called an
inhibited transition [Haz92]. A fault that causes an inhibited transition eventually makes
the delay-insensitive circuit deadlock which is easy to detect. A request is issued to the
circuit under test whereafter an acknowledge signal is assumed to arrive within a
bounded time. If the acknowledge signal does not arrive within the specified time, the

circuit is considered to be faulty

Page 46



For instance, according to the fepimase protocol (see Figure 1.3) the environment gen-

erates the following inputs:

Regr; [Ack]; Req;; [ACK]. (2.1)

The circuit responds with:

[Reg]; Ackt; [Reg]; Acky, (2.2)

where ahandshake expansion [exp] denotes the waiting for the Boolean expression

(exp) to become true [Mart89].

As a result, in the presence of a stuck-at fault on any of the control Reg®1(Ack)

either the environment or the faulty circuit will wait forever

It has been observed that speed-independent circuits are self-checking in the presence of
output stuck-at faults [Beerel92]. Some stuck-at input faults in speed-independent cir-
cuits can cause premature firing. Premature firing is a transition which happens too early
according to the fault-free circuit specification. The detection of such faults requires a
special testability analysis to be carried out [Haz92]. Figure 2.4 illustrates an implemen-
tation of a D-element which sequences two {oliase handshakes [Huz92, Hulg94].

The functioning of the D-element can be described by the following specification:

6L urs [uls ot [26] ror; [nils ue; [2ul; rous [2r]s o] (2.3)

The D-element shown in Figure 2.4 is a speed-independent circuit with two isochronic
forks with inputd; andr; respectivelylt is easy to show that all output stuck-at faults in

the D-element cause the circuit to halt. Consider an input stuck-at-O fault op net

<

Figure 2.4. D-element
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According to specification (2.3) outplyt goes low after; is reset. In the presence of
fault ro-SAO outputl, is prematurely set to zero by a falling event onunehich must
happen after resetting inpiyt Faultl;-SAO causes a premature firing on outgutNote

that the D-element demonstrates the self-checking property for any other input stuck-at

faults.

A successful proposal to adapt known test generation algorithms for testing delay-insen-
sitive circuits using the stuck-at fault model has been reported [Haz92]. A technique to
test delay-insensitive circuits was synthesized from a high-level specification. It used
the high-level synthesis method for delay-insensitive circuits that was developed by
Martin [Mart89]. It has been shown that it is possible to derive conditions for inhibited
and premature transitions in the presence of a stuck-at fault [Haz92]. The goal of the
proposed test generation approach is to find a sequence of input events which puts the
faulty circuit in one of the states where it generates a premature transition or halts.
Clearly, it is enough to find a test which causes the circuit to halt in order to detect a

fault. It is more dificult to derive a test for faults which cause only premature firings.

Combinational logic in a synchronous design is a feedback-free network of logic ele-
ments which calculates a function of the primary inputs. There are similar feedback-free
delay-insensitive circuits which make their computations withouehbuog the result,

although they contain state-holding elements. It was shown that any delay-insensitive

circuit in which:
1) there are no feedback lines at the gate level;

2) each production rule for an up-transition (down-transition) has only positive (nega-

tive) literals in its guard;

can be reduced to a standard combinational logic circuit to ease the testing procedure. It
has been proved that any test which detects all testable faults in this combinational net-

work can also detect all testable faults in the corresponding delay-insensitive circuit.
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The standard D-algorithm (see Appendix A) can be extended to obtain test patterns for
stuck-at faults in delay-insensitive combinational circuits. Regular forward and back-
ward propagation techniques can be used for such circuits. The méoertie with
combinational circuits is that there are some state-holding elements in delay-insensitive
combinational circuits. It is necessary to take into consideration whether the circuit is in
an up-going or a down-going phase for propagating a fault through a state-holding ele-

ment.

Forward propagation. Let Sbe a state-holding elementafisformSinto S, by replac-

ing the guard for the down-transition with the negation of the guard for the up-transition.
GateS, is a combinational gate and is equivalenStduring the up-phase. Thus, the
propagation oD andD is the same foB as forS,. For instance, iSis a C-element,
thenS, is an AND gate. During a down-phaSgropagates a faulty signal if the output

of the gate is 1 after the up-phasearisformSinto S; by replacing the guard for the up-
transition with the negation of the guard for the down-transition. Bjea a combina-
tional gate which is equivalent ®during the down-phase, if the output®is 1 after

the up-phase. The propagationbfnd D is the same foB as forS,. If Sis a C-ele-

ment thenS, is an OR gate.

Backward propagation. TransformS into S, for the up-phase an8, for the down-

phase. The backward propagation for these combinational circuits is the same as it was
described before. I§is a C-element with outpu then all its inputs must be 1 for
detection during an up-phase, and at least one input is 1 for detection during a down-
phase. If the output i® then during an up-phase at least one input is 0; during a down-

phase all the inputs are 0.

The design for testability of delay-insensitive circuits has been discussed [Haz92]. It
was shown that each fault in a delay-insensitive circuit can be made testable by means
of ad hoc techniques (see Appendix B). The addition of test points, which can be either
control or observation points, alleviates the testability problems gréadlypremature

firing is unstable then a control point is needed; if the premature firing is not propagated

to a primary output then an observation point is needed. It was shown how to find a
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place where a test point must be inserted. For VLSI circuits which are pad-limited, it
was proposed to mge the test points together into a queue. A fully testable design for

such a test queue was derived.

A test strategy for handshake circuits has been described [Ron93]. This approach is
based on a simple test procedure for which handshake components are enhanced with a
special test operation. As a result, the test generation time for stuck-at faults is linear in
the size of the VLSI circuit. Unfortunatelif does not address the testing issues of the
circuit's data paths. A partial scan test technique for asynchronous circuits has been
described by Marly Roncken [Ron94fkKing the digital compact cassette (DCC) error
corrector decoder as an example it was shown how an asynchronous partial scan test
technique can be adapted for a high-level VLSI programming environment. The DCC
error corrector decoder performs in test and normal operation modes. An asymmetric
isochronic fork was used to switch the mode of operation of the circuit. It is assumed
that there is a particular branch on which transitions are guaranteed to move more
quickly along this fork. Unfortunatelyhe use of the asymmetric isochronic fork does

not allow the change of mode to be implemented using delay-insensitive control logic.
The reported scan solution was designed for testing the error corrector and a controller

which use dual-rail data encoding.

A partial scan test methodology for detecting stuck-at faults in control parts of macro-
module based asynchronous circuits has been described [Khoc95]. The proposed test
strategy is more &dctive than the conventional full-scan approach since it requires
fewer scan testable memory elements and, also, it demonstrates a high level of fault cov-
erage. In test mode, the scanning of test vectors into the scan path is implemented using
a clock whereas the circuit performs asynchronously in normal operation mode. A scan
latch selection strategy has been introduced which is based on a structural and testability
analysis of the circuit. Once the scan path has been selected the proposed test algorithm
allows the detection of faults in the elements of the control part which are not included
into the scan test path. The remaining network consists of XOR gates and C-elements.

Modifications to the Select block and C-element were introduced in order to fit their
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Figure 2.5: Gate level implementation of the modified C-element

testable implementations to the partial scan environment. Figure 2.5 illustrates a gate
level implementation of the modified C-element which can perform as an AND gate or
an OR gate. The C-element operates as an OR gate if an additional testatpsit (
high. The C-element performs the AND function of its inputs by pulsing the global reset
signal ReseX high. As a result, a network of modified C-elements can be tested in the

same way as a combinational circuit.

2.3  Testing bounded delay circuits

2.3.1 Testing asynchronous sequential circuits

The earliest asynchronous sequential circuits were designed usiimgaldufnite state
machines [Unger69]. Figure 2.6a illustrates a fiah finite state machine. This
machine consists of combinational logi€CLj, primary inputs PI), primary outputs

(PO) and feedback state variables. States are stored on feedback loops which may be
constructed using delay elements. The combinational logic is fed by the primary inputs
and the state input§$[) which are produced by the feed-back delay elements. After the
application of each input vector to tRe inputs the state machine moves into a new
state changing its state outpu&) and generating a new vector on its primary outputs.
The Hufman model shown in Figure 2.6a can be used to design bounded delay asyn-
chronous circuits. Since we need to make sure that the combinational logic has settled in
response to a new input before the present-state entries change, the choice of proper

delay elements is important.
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An algorithm for generating tests to detect stuck-at faults in asynchronous sequential
circuits based on the Hufian model has been reported [Putz71]. This algorithm is
based upon an extension of the D-algorithm (see Appendix A). It was assumed that a
stuck-at fault= modifies only the logical function & The basic test strategy proposed

consists of the following steps:

1) transform the detection procedure of fa&uih Sinto the detection of a corresponding

setF' of faults in an iterative combinational logic circ@t." derived fromS
2) extend the D-algorithm to derive a t&dor F' in CL";
3) simulate the test i&to verify whether or not is a test foF.

After cutting feedback lines the original circ@tbecomes acyclic as shown in Figure
2.6b. The acyclic circui€L has primary inputsRl) primary outputsRO) and primary
pseudo-inputsSl) and pseudo-output§Q which are introduced by the cutting points.
If it is necessary to find a test férin S of lengthr, that is a sequence of lengtbf pri-
mary input patterns which detedisthenSis modified into a sequence oidentical

combinational networksCL,, 1<i<r, with primary inputsPI,, pseudo-inputsS, ,

PI PO
:’> Combinational :>
logic S0
SI N (L) j
Delay elements
|

a)

Pl

PO, Pl PO,

$ [ X N J
cL, CL | so,

o S S RS

b)

Figure 2.6: Huffman finite state machine a) and its esponding iterative
combinational cicuit b)

Page 52



pseudo-outputSO; and outputs’O, . The pseudo-outputs @@L, are identical to the
pseudo-inputs o€L., , , (see Figure 2.6b).

The modified D-algorithm is used to find a test forBefaults inCL" with the follow-

ing conditions:
1) the derived test cannot be dependent upon any of the pseudoSmnfu@Lr;
2) an efect of faultF must be visible at one of the primary outpe@

As a result, the test consists of an ordered seimgdut patterns applied to the primary
inputsPI of S After that the behaviour @is simulated while applying the derived set
of patterns. If during the simulation no races or hazards are registeSetthém the test

is accepted as a test for fakltn S

A set of formal methods has been developed to design testable asynchronous sequential
circuits [Suss84, Li88, Keut91]. For example, it was proposed to add one or at most two
state variables, one extra input and to use one or more observable outputs in order to
make the sequential circuit under test strongly connected and testable through scan-out
features [Suss84, Li88]. An asynchronous sequential network is strongly connected if
any stable state can be reached from any other state. The scan-out technique is applied
directly to the flow table describing the asynchronous sequential circuit to be tested. The
test procedure proposed is based on verifying the flow table of the circuit under test. As
a result, no fault models are used. The use of this approach is limited by the complexity
of the circuit to be tested and becomes impractical for asynchronous VLSI circuits. The
test technique does not guarantee both hazard-free operation and hazard-free robust

path-delay-fault testability of asynchronous circuits.

Some heuristic techniques and procedures to design asynchronous circuits which are
simultaneously hazard-free, robust path-delay-fault testable and hazard-free in operation
have been reported [Keut91]. The synthesis of asynchronous sequential circuits is per-
formed using a high level specification, the signal transition graph. Using an appropriate

delay model it is possible to design asynchronous circuits which are hazard-free. The
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test procedure uses scan techniques to apply each pair of test vectors to detect an appro-
priate path-delay-fault in a robust and hazard-free mahmsuch asynchronous circuits

every latch can be scanned to increase controllability and observability of its inputs and
outputs. It was shown that there is a negligible area or delay penalty required to achieve
robust path-delay-fault testabilitflevertheless, the test approach imposes strict limita-

tions on the speed at which the circuit can be tested.

A scan test technique for asynchronous sequential logic circuits synthesized from either
a Hufman model or a signal transition graph has been reporteg9d8y. Scan-latches
similar to the LSSD polarity hold latches (see Appendix B) are used to design the mem-
ory elements of the testable sequential circuit. The proposed scan test procedure pro-
vides for the detection of stuck-at faults in the asynchronous sequential circuit, reducing

the test generation problem to one of just testing the combinational circuit.

2.3.2 Testing micropipelines

There are a few works devoted to fault modelling and fault testing problems in micropi-
pelines [Pag92, Khoc94]. Stuck-at faults in timatrol part combinationalogic blocks

and latches of the micropipeline have been consid&ag92.

Faults in the control part

These are faults on the inputs and outputs of the C-elements and the request and
acknowledge lines of the micropipeline (see Figures 1.5 and 1.6). As was shown the
micropipeline moves through at most one step and then halts in the presence of a stuck-
at fault in its control part. Thus, such stuck-at faults can be identified easily during nor-

mal operation mode.

Faults in the processing logic

It was assumed that all the latches of the micropipeline are transparent initially [Pag92].

This allows the processing logic to be treated as a single combinational cioailstett
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any of the single stuck-at faults in such a circuit test vectors can be obtained using any

known test generation technique [Cheng89, Russ89].

Therefore, the test procedure for the micropipeline consists of two major steps:

1) the micropipeline is emptied, i.e. all the latches are transparent;

2) the test vectors are applied to the inputs of the micropipeline and the responses of the

micropipeline are compared with good responses.

Faults in the latches

It is assumed that the combinational logic obtained after setting the latches in the trans-

parent mode has no redundant faults.

Sngle stuck-at faults. Any stuck-at fault on the inputs or outputs of the latch is equiva-
lent to the appropriate fault in the combinational logic. A stuck-at fault on the control
lines of the latch (see Figure 1.6) prevents the generation of any events in the latch. This
causes the micropipeline to halt. The absence of activity in the micropipeline can easily

be identified and, hence, there is no need for test generation for such faults.

Sngle stuck-at-capture faults. A single stuck-at-capture fault in a latch causes a register
bit of the latch to remain permanently in capture position. For example, a stuck-at-1
fault on theenable input of the latch shown in Figure 1.6 sets the faulty latch in capture
mode permanenthAs an efiect of this fault, the faulty bit can be captured as a constant
logic one or zero. When all the latches of the micropipeline are transparent this fault is
equivalent to an appropriate stuck-at fault on a line of the combinational logic. Thus,
stuck-at-capture faults can be easily detected using standard tests for stuck-at faults in

combinational networks.

Sngle stuck-at-pass faults. These faults set a register bit of a latch in pass mode perma-

nently A stuck-at-0 fault on the enable input of the latch illustrated in Figure 1.6 makes
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the faulty latch transparent permanenflytwo pattern test is required to detect this kind

of fault.

Consider a stuck-at-pass fault on a bit of kité latch of the micropipeline. Let the

faulty bit of the latch be connected to linef the complete combinational network (CN)
obtained by switching all the latches into the pass mode. The test for the faulty bit con-
sists of two patterns, s&; andP,, which are applied one after anothieatternP, is

the test pattern for a stuck-afault on linel of CN, wherez is a logical value which is

equal to 1 or 0. Pattei, is the test vector which forces lihéo be set to logic value

These test patterns can be obtained easily by means of standard test generation methods

for combinational circuits.

The test procedure for detecting a stuck-at-pass fault in the micropipeline is the follow-

ing:

1. Apply patternP, to the inputs of the micropipeline while all the latches are in the
pass mode. Put tHeth latch in the capture mode. As a result, litas been set to

logic z. The response is observed at the outputs of the micropipeline.

2. Apply patternP,, to the inputs of the micropipeline. Thus, lihef CN has been
driven to logicz since the faulty bit of the latch is connected to lieé CN; other
lines of the latch are at their logical values corresponding to pdtterihis causes

at least one output of the micropipeline to béedént from the fault-free response.

Scan testing of micropipelines

An elegant scan test approach has been proposed by Khoche and Brunvand [Khoc94].
The micropipeline can act in two modes: normal operation and scan test mode. The
micropipeline performs to its specification in normal operation mode. In test mode, all
the latches are configured into one shift register where each latch works as an ordinary
masterslave flip-flop. The stage registers of the micropipeline are clocked through the
control lines where théout input is used as a clock input. The C-elements pass their

negated inputs onto the outputs forming a clocking line for the scan path. As a result, the
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test patterns are loaded from the scan-in input into all the latches of the micropipeline.
Afterwards the micropipeline is returned to normal operation mode in which only one
request signal is generatea. dbserve the contents of the register latches the micropipe-
line is set to scan test mode. The contents of all the latches are shifted out to the scan-out
output. The test technique described allows the detection of all the stuck-at faults and
bundling constraint violations in micropipelines. Howehrs scan test technique has

been developed only for micropipelines which use a two-phase transition signalling pro-
tocol. The proposed scan test interface uses clocks produced by a clock generator which

IS not always available in asynchronous VLSI designs.

2.4  Summary

The most widely used fault models chosen to describe fault behaviours of asynchronous
circuits are stuck-at and delay (transition) faults. The more strict the limitations that are
imposed to the delays in the asynchronous circuits, the more thorough the testability

analysis that is required.

Testing asynchronous VLSI designs presents new problems which must be addressed
before their commercial potential can be realized. The logic redundancy which is
involved in the design of asynchronous circuits to ensure their hazard-free behaviour
makes their testing di€ult or even impossible.€Bting for hazards and races in circuits

without a synchronization clock is not trivial.

The scan test technique has been adapted well to the testing of asynchronous circuits.
However design for testability problems for asynchronous circuits have not been well

addressed because of thdidiflties described above.
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Chapter 3: Power Consumption
and Testability of
CMOS VLSI Circuits

After fabrication, a digital circuit must be tested to ensure that it is fault free. This is not
an easy task since the increasing number of logic elements placed on a chip leads to a
reduction in the controllability and observability of the internal nodes of the circuits.
DFT methods have been developed for digital circuits to facilitate their testing for fabri-
cation faults (see Appendix B). Since DFT methodiscathe circuit design, this raises

the question: “How do DFT methoddexdt the power consumption of a circuit?”.

A relationship between the power consumption and the testability of CMOS VLSI cir-
cuits is demonstrated in this chapt€he method used to estimate this correlation is
based on elements of information thedtyis shown that design for low power con-
sumption and design for testability are in direct conflict. The resolution of this conflict
lies in separating the testing issues from the low power issues by giving the circuit dis-

tinct operating and test modes.

3.1 Power consumption of CMOS circuits

The rapid development of CMOS technology makes transistors smaller allowing a chip
to incorporate ever lger numbers of them [#$te93]. CMOS VLSI circuits are increas-
ingly used in portable environments where power and heat dissipation are vital issues.
Examples of such applications are portable calculators, digital watches, mobile compu-
ter systems, etc. As a result, the power dissipation of CMOS VLSI circuits is a growing

concern for design engineers.
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The power dissipated by CMOS circuits can be divided into three categoestps,
Deng94]:

« static power consumption due to leakage curféWy);
» dynamic power dissipation caused by switching transition curiRg,);
« transient short-circuit currenP{Vg.).

The total power dissipation of a CMOS circuit can therefore be represented by the fol-

lowing sum:

PW,

total

= PW,,, + PW_, +PW,_,. (3.1)

In ‘well-designed’ data processing circuits the switching power is typically from 70% to
95% of the total power consumption (if the circuit is badly-designed the proportion of

static and short-circuit power dissipation increasesg84].

The majority of power estimation tools are oriented towards calculating only the aver-

age switching power of CMOS circuits using the following formula [Deng94]:

M
2
PW,, = fWVyq DZ (Ptri ) , (3.2)
i=1
wheref is the clock frequency for synchronous circuits or the parameter which estimates
the average circuit activity for asynchronous circiig; is the power supply voltage;

M is the total number of nodes in the circ@f;is thei-th nodal capacitancd,, is the

transition probability of théth node.

3.2 Information theory and digital circuits

Output node capacitances create memories in static CMOS circuits. The circuit itself
can also have state holding elements. Let us consider a circuit with one output. This cir-
cuit has only two possible states: zero and one. The circuit changes its states during the

application of patterns to its inputs. This process can be represented by the Markov
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chain shown in Figure 3.1 regardless of whether the circuit is a sequential one or a com-
binational one. The Markov chain contains two states marked by zero and one. The tran-
sition probabilities between the states are placed on the corresponding arcs of the chain

where p;(j) denotes the probability of the transition from state i to statej (i,j=0,1).

The following system of equations describes the behaviour of the Markov chain illus-

trated in Figure 3.1:

Py = Py g (0) +P, [P, (0),
P, = Py (1) +P; p, (1), (3.3
P,+P, =1,

where Pg and P are the probabilities of state O and state 1, respectively.

Note that for the Markov chain shown in Figure 3.1

P (1) +pg(0) =1, (34)

p, (0) +py (1)

1. (3.5)

Solving system (3.3) the probabilities of states 0 and 1 can be found as

Py = Po(1) 7 (py (1) +p,(0)), (36)

Po = P1(0)7 (P (1) +p,(0)) . (3.7)

Thus, only two transition probabilities pg(1) and p,(0) are required to describe fully the

behaviour of the circuit with one output.

Po(1)

Po(0) 0‘0 P1(D)

P1(0)

Figure 3.1: Markov chain representing the mechanism of changing the state of a
circuit with one output
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For combinational circuits

Py (1)

p, (0)

p,; (1)
P, (0)

P, (3.8)
g, (3.9)

wherep+q = 1. AsaresultP, = p andP, = q.

Figure 3.2 shows six two-input logic blocks and their transition probabilities. It is
assumed that the input signal probabilitggsand p, are independent. The last three

logic blocks shown in Figure 3.2 are Muller C-elements [Brzo95b].

The logic function of the two-input symmetric C-element (the first C-element) is

c, = alb+alt,_,+blk,_,, (3.10)

wherea andb are the inputs;; is the output of the C-element at tite

Pa

o ) D~ Po()=Pa* Py- PPy
p

o | ) PoD)= paby

Pa

Po :)D Po(1) = Pa+* Pp- 2PaPp

Pa _} Po1)= PP P1(0) = Gl

Po —

p 1
a ;C} Po(1)=papp  P1(0) =0,
Po _IF

Pp
Z:} po)=p  P10)= Gl

Pa =

Figure 3.2: Logic elements and their transition probabilities
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The output of the symmetric C-element is high or low when both inputs are high, or low
respectively The C-element preserves its current state when the inputsfarerdifin
order to calculate the output signal probability of the two-input symmetric C-element

equations (3.6) and (3.7) can be used. As a result,

P, = p, by (P, Py + 0, [0y (3.11)
Py = a, Lo,/ (P, Loy + 9, Lhy) - (3.12)

The last two C-elements are asymmetric C-elements which perfderedif functions:

- for the second C-element:

c, = alb+alt,_,, (3.13)

- for the third C-element:

c, = b+alt,_,. (3.14)

The output of the asymmetric C-element which performs according to function (3.13) is
high if both its inputs are high and low if only inpauts low. It keeps its current state
zero when inpu& or b is low and preserves state one if inpug high. The output of the
asymmetric C-element whose behaviour is described by function (3.14) is low if both its
inputs are low and high if inpitis high. It does not change its current state zero if input
b is low and preserves its state one if inguir b is high. The state probabilities of the

asymmetric C-elements can easily be found using equations (3.6) and (3.7).

Let us estimate the average information content on the output of a circuit. According to
information theorythe average information content or entroply ¢f a discrete finite

state type source is [Shan64, Rosie66]

H = IZPiHi = —;Pjpj(i)logzpj(i), (3.15)

whereP; is the probability of statg p;(i) is the probability of the transition from state

to statd.
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Thus, the average output information content of the circuit described by the Markov

process shown in Figure 3.1 is calculated as follows:

H = P H,+ P H,, (3.16)

H = —Pyp, (0) log,p, (0) —Pop, (1) log, p, (1)

_Plpl (O) |092 pl (0) _Plpl (1) IOgg pl (1) . (3-17)

The average information content on the output of the combinational circuit is equal to

H = —plog,p—(1-p)log, (1-p) . (3.18)

Letp, (1) = x andp, (0) =y then

H(xy) = —— (y)—x—er (), (3.19)

where

H(y) = ylog,y+ (1-y)log,(1-y) andH(x) = xlog,x+ (1-x)log, (1-X) .

In order to find an extremum of functibi(x,y) the following system of two equations

must be solved:

0 _
a_XH (X1 y) - 01
(3.20)
0 _
WH (x,y) = 0.
System (3.20) can be modified as
(x+y) (log, (1-x) —log,x) +H(y) -H(x) =0,
(3.21)

1
o

(x+y) (log, (1-y) —log,y) +H(x) —H (y)
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Figure 3.3: Average ouput information content of the two-input AND gate

The only solution of system (3.21) isx=y=0.5. It is easy to show that

Max(H (x,y)) = H(05,05) = 1.

Thus, the maximum information content can be reached when al the transitions
between the various states of the circuit are equiprobable. This result can easily be gen-

eralised for any number of circuit states.

Figures 3.3 and 3. 4 illustrate graphically the dependencies between the average output
information content (H) and the input signal probabilities p, and p, of the two-input
AND and XOR gate, respectively. Figures 3.5 and 3.6 show graphs Hq(p,,pp) and
Hac(Papp) Of the two-input symmetric and asymmetric C-elements which perform
according to equations (3.10) and (3.13), respectively. Note that the maximum informa-
tion content is reached when the output transition probabilities of the logic elements are

equal to 0.5. For instance, Hy,q=1 when p,p,=0.5. For the XOR gate (see Figure 3.4),

Figure 3.4: Average ouput information content of the two-input XOR gate
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Figure 3.5: Average ouput information content of the two-input symmetric C-element

H,or=1 when p,=0.5 or py,=0.5. The maximum value of the average output information
content of the symmetric C-element (see Figure 3.5) never reaches 1 (MAX(H.)=0.81)
even when its probability of state 1 or 0is 0.5 (when p,=p,=0.5). In fact, the transition
probabilities of the symmetric C-element can never be equal to 0.5. The average output
information content of the asymmetric C-element described by equation (3.13) reaches
1 at point (p,=0.5; p,=1) (see Figure 3.6). This is because the asymmetric C-element

works as arepeater of the information from its input a when b=1.

Figure 3.6: Average ouput information content of the two-input asymmetric C-
element

3.3 Information content and transition probability

Let us consider the following expression:

Inv
0og,Vv In2 ( )

Page 65



It is known that

(o] Vr
-In(1-v) = -,
2
where0<v<1 [Bost84].
Hence,
(a-v' (A-v) V)
—Inv = = (1-v) (3.23)
rzl z
Equation (3.23) can be substituted by the following inequality:
—Inv=1-v (3.24)
00 r—1
sincez (A=V) " >1foro<v<i.

Taking into account equation (3.22) and inequality (3.24), equation (3.17) can easily be

transformed into the following inequality:

HIn22Pyp, (0) [1-py (0)] +Popy (1) [1-py(1)]
+Pp; (0) [1-p;(0)] +Pypy (1) [1-p, (D] - (3.25)
Inequality (3.25) can be simplified bearing in mind the basic relationships between tran-
sition probabilities of the Markov process described by equations (3.4) and (3.5). Hence,
HIN2=P,p, (0) py (1) + Pyhg (1) Py (0)
+Pyp, (0) py (1) +Pyp; (1) py (0)

or

H=2[P,p,(0) p,y(1) +P;p, (1) p,(0)]/In2. (3.26)

Substituting the probabilities of states 1 and 0 by expressions (3.6) and (3.7), respec-

tively, inequality (3.26) can be written as

2p,y (1) p, (0)

RYCETNON (327
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where

ORI

>
0> ndy=0.

The signal transition probability?{) on the output of the circuit is calculated as fol-

lows:

Py = PoPp (1) +Pypy (0) . (3.28)

The following equation can be derived by substituting state probabiiesdP, in

equation (3.28) by expressions (3.6) and (3.7), respectively:

_ 2po(1)p, (0)
T p(1) +py (0)°

(3.29)

The comparison of expressions (3.27) and (3.29) allows us to conclude that

H>yP, . (3.30)

For combinational circuits (see equations 3.8 and 3.9) the following expressions can

easily be obtained:

o)

2 _
HETEE, P, =2pq,y = (In2) ™. (3.31)

Therefore, the average output information content and the output signal transition prob-

ability correlate strongly

Consider the following function:

F(0y) = Y(6y) Py (ey) = ZLETN, (3:32)

where variableg andy have the same meaning as in equation (3.19).
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Figure 3.7: Graph of function F(x,y)

In order to find an extremum of functiéifx,y) the following system of two equations

must be solved:

0 _
G_XF (x,y) =0,
(3.33)
0 _
WF (x,y) =0.
After trivial manipulations system (3.33) is modified to
2
2y/ (x+y) =1 =0,
(3.34)
2x/ (x+y)2—1 =0.

Figure 3.8: Graph of function H(x,y)
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Figure 3.9: Graph of function g(x,y)

The solution of system (3.34)xsy=0.5. It can easily be shown that
Max(F (xy)) = F(05,05) = (2In2) .

Thus, functiondH(x,y) andF(x,y) exhibit very similar behaviouhe only diference is
thatH(x,y) is always greater than or equalRfx,y) when0<x,y<1. Figures 3.7 and
3.8 illustrate graphs of functiom#(x,y) andF(x,y) respectively

In order to estimate how close functiddéxy) andF(x,y) are, we investigate the fol-

lowing function:

e(xy) = HXxy -F(xy), (3.35)

wheree(x,y) is the absolute error between functléfx,y) and its approximatioR(X,y).

It is trivial to prove that the maximum of functie@(x,y) is reached at the point when
x=y=0.5 Max(e(x,y))=0.28). As a result, the maximum absolute error of approximation

F(x,y) can never be more than 28%. Figure 3.9 shows a graph of fuatign

3.4 Discussion

It has been shown that the testability of a circuit is proportional to its output information
content [Agra81]. This means that the more information the nodes of the digital circuit
carry to its outputs, the more testable the circuit is, and vice versa. The dynamic power

consumption of a CMOS circuit is also proportional to the transition probabilities of its
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nodes (see equation (3.2)). Hence, the more testable a circuit is, the more dynamic
power it dissipates. The converse statement, that the more power consuming the circuit
is the more testable it is, can be justified only if the increase in the circuit power dissipa-

tion is caused by increased activity in its nodes.

Shen et al. observed that both the random pattern testability and the power dissipation of
a combinational logic network are linked to the signal probabilities of its nodes
[ShenG92]. They proposed probability modification techniques to restructure the com-
binational networks to improve both their transition signal probabilities and their power

dissipations but these delivered insignificant improvements.

Williams and Angell showed that increasing the transition probabilities in the nodes of a
circuit improves its controllability and, therefore, its testabilityil[V8]. The testability

of the circuit can also be improved by inserting test points at some of its nodes, increas-
ing the observability of the circuit. Improving controllability has a direct power cost due
to the increased number of transitions, whereas improving observability orginedkyr

increases the power dissipation due to an increased switched capacitance.

Clearly, the power dissipation of a digital circuit is of interest principally when it is in
operation in its intended application. Power consumption during test is not usually
important. An approach whichfefs a compromise between testability and power con-
sumption is to design the circuit to work in two distinct operating modes. In normal
operation mode, it performs the specified function dissipating minimal or close to mini-
mal switching en@y. The circuit is set to test mode to make its testing simple. During

the test, the circuit is tested extensively dissipating morggner

3.5 Summary

It has been shown that the testability of CMOS VLSI circuits correlates with the switch-
ing power that they dissipate. The mathematical dependencies presented allow us to
conclude that improving the testability features of a CMOS circuit leads to an increase

In its switching power dissipation. As a result, design for testability and design for low
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power dissipation are in direct conflict. This conflict can be resolved by separating the
testing issues from low power issues so that the circuit can operate in normal operation

and test modes. This is the approach that has been used in the examples considered in

the following chapters.
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Chapter 4 : Designing C-elements
for Testability

4.1 Introduction

C-elements are used widely in asynchronous VL SI designs. As aresult, the correct func-
tioning of C-elementsisimportant for the whole asynchronous system in which they are
used. Brzozowski and Raahemifar showed that the testing of stuck-at faults in different
designs of the C-element is not trivial [Brzo95b]. It has been observed that stuck-at

faults of the C-element fall into one of the following categories:

1) faultsthat are detectable by logic testing since they halt the circuit or change its func-

tion;
2) faultsthat are detectable by delay measurements;
3) faultsthat may result in an oscillation;
4) faultsthat may destroy the speed-independence of the circuit;
5) faultsthat are detectable by measuring the current.

The goal of this chapter isto present different CMOS implementations of static symmet-
ric and asymmetric C-elements which provide for the detection of line stuck-at and tran-
sistor stuck-open faults using logic testing. Simulation results for the extracted layouts
of al the CMOS C-element designs considered in this chapter can be found in Appendix
C.
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4.2 Symmetric C-element CMOS designs

Figure 4.1a shows a symbolic representation of the two-input symmetric C-element with
inputsa, b and output. As was mentioned in chapter 1 the symmetric C-element is a
state holding element the output of which is high when its inputs are high and low when
its inputs are lowAny other input combination does not change the state of the C-ele-
ment. There are ddrent ways to implement static symmetric C-elements in CMOS
technology Figure 4.1b shows a CMOS C-element which performs according to equa-
tion (3.10). For example, wherx1 andb=1 there is a path betwedfy and the input of
inverterinv. As a result, output of the C-element is high and feedbaetype transistor

Ng is on. If the inputs of the C-element arefaliént there is always a connection

betweerVg and the input of invertenv.

Equation (3.10) can be rewritten in the following form:

c, = (a+b)[k,_,+alb . (4.1)

Figure4.1: Symmetric C-elements: a) symbol of the two-input C-element; b) and c)
static C-elements; d) pseudo-static C-element
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A CMOS implementation of the symmetric C-element which performs according to
equation (4.1) is illustrated in Figure 4.1c. This C-element performs in a similar way to
the one shown in Figure 4.1b. Both CMOS implementations of the symmetric C-ele-

ment require 12 transistors.

The symmetric C-element shown in Figure 4.1d is a pseudo-static C-element which per-
forms according to equation (3.10) but in a way similar to that of a dynamic C-element.
The only diference is that the weak feedback invens® is inserted into the symmet-

ric C-element to create a CMOS memoaifyc,_,=0, =1 andb;=1 then the input of
inverterinvl is driven to low since the strengthretype input stack (transistoh and

N,) is higher than that qi-type stack of weak invertemv2. As a consequence, outfut

of the C-element goes high keeping the input of inventdrin low. If the input transis-

tor stacks are disabled by féifent input signals the current state of the C-element is
kept unchanged. The implementation of the pseudo-static C-element requires 8 transis-

tors.

For test purposes the inputs and the output of the C-element are assumed to be controlla-
ble and observable respectivdlyhas already been shown in chapter 2 that some single
stuck-at faults in the CMOS inverter are not detectable by logic testing. Therefore, such
faults are not detectable in the CMOS designs depicted in Figure 4.1. There is a funda-
mental problem in the testing of static C-elements for stuck-open faults. Stuck-open
faults in the feedback transistors of the static symmetric C-element transform it into a
dynamic one. For instance, if the output of the weak inverter in the C-element shown in
Figure 4.1d is disconnected from the input of invaret the faulty C-element still per-

forms according to equation (3.10), but as a dynamic circuit. This kind of fault can be
identified only by ‘slow’ testing which ‘waits’ until the output of the faulty C-element is
dischaged completely This degrades the test performance. CMOS structures of the
symmetric C-element which provide for detection of single line stuck-at and transistor

stuck-open faults are considered in the following sections.
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4.2.1 Testing for stuck-open faults

The testing of stuck-open faults in the feedback transistors of the static symmetric C-

element is implemented by driving them using an extra input and observing test results
on the gate output. The structure shown in Figure 4.1b is most suitable as the starting
point for the testable implementation. Figure 4.2 illustrates a CMOS design of the sym-

metric C-element where single transistor stuck-open faults are detectable. The C-ele-
ment contains an additional weak inverter (transigigrandNg) the output of which

can be overdriven by a logical value applied torpinThe proposed implementation of

the symmetric C-element requires 14 transistors.

Tests for the transistor stuck-open faults of the C-element are shovable A.1. If

m=0 orm=1 nodem is used to drive feedback transistBesandNs with a logical zero

or one respectivelyff m=z then noden is in a high impedance mode. A hyphen in the
column headed, means that nod®a does not carry any diagnostic information since it

is driven by an external logical value. It can be seen frabieT4.1 that fault®5-SO

and N5-SO, which transform the static behaviour of the symmetric C-element into a

dynamic one, are detectable by sets of two tests with no need for ‘slow’ testing.

Driving the feedback transistors of the symmetric C-element transforms its sequential
function into a combinational one depending on the logical value appliedrno pable
4.2 contains the operation modes of the symmetric C-element illustrated in Figure 4.2.

Whenm=0 orm;=1 the C-element is transformed into an AND or OR gate respectively

Figure 4.2: Locations of stuck-open faults in the static symmetric C-element
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Table 4.1: Tests for stuck-open faults of the symmetric C-element in Figure 4.2

Outputsof the | Outputsof the
Stuck-open Test sequences fault-free C- faulty C-ele-
faults element ment

a b m c 11 c 11
P,,P3,Ps,N; 1 1 0 1 - 1 .
1 0 0 0 - 1 -
P1,P4,Ps, N~ 1 1 0 1 - 1 -
0 1 0 0 - 1 -
N,,N3,Ns,P, 0 0 1 0 - 0 -
0 1 1 1 - 0 -
N4,N,Ns, Py 0 0 1 0 - 0 -
1 0 1 1 - 0 -
Ps 0 0 z 0 0 0 0
1 1 z 1 1 1 0
Ng 1 1 z 1 1 1 1
0 0 z 0 0 0 1

This transformation of the sequential function of the C-element gives a reduction in the

number of state holding elements in the asynchronous circuit under test and makes its

testing easier. On the other hand, when the circuit (in Figure 4.2) acts as a symmetric C-

element output m can be used as atest point increasing its observability inside the asyn-

chronous circuit.

Table 4.2: Operation modes of the C-element in Figure 4.2

Function Inputs Outputs
a b m, G m,
0 0 0 0 -
AND 0 1 0 0 _
1 0 0 0 -
1 1 0 1 -
0 0 1 0 -
OR 0 1 1 1 -
1 0 1 1 -
1 1 1 1 -
0 0 z 0 0
1 0 z Ci1 Ci1
1 1 z 1 1
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The use of a weak inverter in the symmetric C-element illustrated in Figure 4.2 is not
efficient in terms of power consumption in test mode. For instance, if during the test pin
mis kept to one ana=b=0 then there is a path betweéég andV, which increases the
power dissipation of the C-element. The power consumption can be reduced if the weak
inverter is replaced by a tristate inverter which is disabled during the test by an extra
control input. It is easy to show that in this case such a C-element remains testable for

transistor stuck-open faults.

4.2.2 Testing for stuck-at faults

The symmetric C-element illustrated in Figure 4.2 is not testable for line stuck-at faults
since it has inverters which are not fully testable for all single line stuck-at faults (see
chapter 2). The implementation of the symmetric C-element shown in Figure 4.3 incor-
porates inverters which are testable for single stuck-at faults using two additional test
inputstp andtn. Two extra transistors controlled by inptgsandtn are inserted in the

feedback paths of the C-element for testability purposes. In normal operation mode,

whentp=0 andtn=1 the circuit performs in the same manner as the one in Figure 4.3.

It is assumed that all the inputs and outputs of the C-element are controllable and
observable during the testafdle 4.3 contains tests which are derived to detect its single

line stuck-at faults. As was observed previously in chapter 2 the detection of all single

35 33

tp .
a i‘ 3 10 ALA 18 b 37 27
7 12 16 b_ 20
b 2let bﬁ a '_284
8 20 31 C
5 21 29
a —|
9 13 17 |_ a
= 1 “' 2 b 2
tn 36 m

Figure 4.3: Locations of stuck-at faults in the static C-element
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Table 4.3: Tests for stuck-at faults of the C-element in Figure 4.3

D A

Outputs | Outputs

No. | Single stuck-0| Single stuck-1 Test sequences fofthe of the
faults faults al.m fr_e € f".’IUItY

circuit circuit

a&b | t&tp m, c | mg| ¢ | m

1 31,32,38,40 8,20,37 11 10 z 101]0]0
2 8,20,37 31,32,39,41 | 00 10 z o] o] 1]1
3 | 7121630 | 24,7,1012°, | 11 10 0 1| - 1171 -
14,18 10 10 0 o] - [ 1] -

4 7"12"16" | 1,3,10,14,12',| 11 10 0 1| - 1171 -
16,19 01 10 0 o] - [ 1] -

5 |259,11,13", | 9,13,17°27 | 00 10 1 o] - [ o] -
15,22 01 10 1 1| - 1o -

6 | 1,6,11,13,15, | 9",13",17" 00 10 1 0 o | -
17,21 10 10 1 1| - 1o -

7 25,26,29,30, 11 10 z 1] 111
34,36 00 10 z o] o] 1]1

8 23,24,27,28, | 00 10 z ol ofo]o
33,35 11 10 z 1 1]o0]o0

9 4,10,18 16 11 10 0 1| - 1171 -
01 11 0 1| - 1o -

10 3,10,19 7 11 10 0 1| - 1171 -
10 11 0 1| - 1o -

1 17” 5,11,22 00 10 1 o] - [ o] -
10 | 00 1 o] - [ 1] -

12 o 6,11,21 00 10 1 o] - [ o] -
01 | oo 1 o] - [ 1] -

13 14 11 00 1 1| - 1171 -
10 | 00 1 1| - 1171 -

10 11 0 1| - 1o -

14 15 00 11 0 ol - [ o] -
10 11 0 0 0| -

10 | 00 1 o] - [ 1] -

15 | 23,27,33,35 38,40 00 10 z ol ofo]o
11 11 z o] o] 1]1

16 39,41 26,30,34,36 | 11 10 z 1] 1111
00 | 00 z 11010

17 24,28 00 11 z ol ofo]o
00 | 00 z o] o] 1]1

18 25,29 11 00 z 11111
11 11 z 11010
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line stuck-at faults in a CMOS design guarantees the detection of all its single stuck-
open faults. For instance, fault 18-SA1 is equivalent to keeping the apprqptygie
transistor df permanently which means its permanent disconnection ¥ginAs a

result, the proposed CMOS design is testable for both stuck-at and stuck-open faults.

4.3  Static asymmetric C-elements

Asymmetric C-elements have already been mentioned in chapter 3. Asymmetric C-ele-
ments are used widely to improve the performance of the asynchronous control logic in
micropipelines [Brzo95b, Farn95, Furb96]. These C-elements are set to a particular state
when both signals are one or zero and set to the negated state only by one input. Figures
4.4a and 4.4b demonstrate a symbolic representation and a gate level implementation of
the OR-AND type asymmetric C-element. The OR-AND type asymmetric C-element

illustrated in Figure 4.4b performs according to the following equation:

c, =allb+c,_,). (4.2)

a) b)

Figure4.4: Satic OR-AND type asymmetric C-element: a) symbol; b) gate level
representation; ¢) CMOS implementation
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c)

Figure4.5: Satic AND-OR type asymmetric C-element: a) symbol; b) gate level
representation; ¢) CMOS implementation

The output of such an asymmetric C-element is set to high when both its inputs are high
and set to low if itsinput a is low. It keeps its current state when itsinput a is high and
input b islow. A static CMOS implementation of the OR-AND type asymmetric C-ele-
ment isillustrated in Figure 4.4c.

Figures 4.5a and 4.5b show a symbolic representation and a gate level implementation
of the AND-OR type asymmetric C-element. This C-element performs according to
equation (3.14). The output of the AND-OR type asymmetric C-element is set to high if
its input b is high and set to low when both its inputs are low. It preserves its current
state when input a is high and input b is low. A static CMOS implementation of the
AND-OR type asymmetric C-element is shown in Figure 4.5c.

These two types of asymmetric C-elements were implemented in CMOS technology on
a lum, double layer metal CMOS process and simulated using SPICE analysis in the
Cadence CAD environment. Simulation results obtained from their extracted layouts

can be found in Appendix C.
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Testing for stuck-at and stuck-open faults in asymmetric C-elements is nofeasy
instance, such stuck-open faultsNagsSO (in Figure 4.4c) anB3-SO (in Figure 4.5c)

can be identified only by ‘slow’ testing since they transform the correspondent static
asymmetric C-elements into dynamic ones. As was previously mentioned a stuck-at-0
fault on the gate of transistéy, and stuck-at-1 fault on the gate of transidgof the
asymmetric C-elements are not detectable by logic testing. Thus, extra désigis ef

required to make the asymmetric C-elements testable.

4.3.1 Testing for stuck-open faults in asymmetric C-elements

Figures 4.6a and 4.6b illustrate the designs of asymmetric C-elements testable for tran-
sistor stuck-open faults. The main approach to the testing of stuck-open faults in asym-

metric C-elements is the same: the feedback transistors are driven by an external control

L T

b —0—4 P, L P L P

_|N2_|N4 [ Ns

N —LC N,
m — — — —
a)
b—o—c{ P,
P, P, L P Ps
e IR
L w, o—w|k N, N,
m—0—| N, _l_

b)

Figure4.6: Satic asymmetric C-elements testable for stuck-open faults: a) OR-AND
type asymmetric C-element; b) AND-OR type asymmetric C-element
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Table 4.4: Tests for stuck-open faults of the OR-AND type asymmetric C-element

Outputsof the | Outputsof the
Stuck-open Test sequences fault-free C- faulty C-ele-
faults element ment
a b m c 11 c 11
P1,P,,Ns 1 1 0 1 - 1 -
1 0 0 0 - 1 -
N,N,,Ps 0 1 0 0 - 0 -
1 1 0 1 - 0 -
Nj 0 0 1 0 - 0
1 0 1 1 - 0 -
P, 0 1 z 0 0 0 0
1 1 z 1 1 1 0
P3N, 1 1 z 1 1 1 1
0 1 z 0 0 1 1

Table 4.5: Tests for stuck-open faults of the AND-OR type asymmetric C-element

Outputsof the | Outputsof the
Stuck-open Test sequences fault-free C- faulty C-ele-
faults element ment
a b m c 11 c 11
P1,P,,Ns 1 0 1 1 - 1 -
0 0 1 0 - 1 -
P, 1 1 0 1 - 1 -
1 0 0 0 - 1 -
N,N,,Ps 0 0 1 0 - 0 -
1 0 1 1 - 0 -
Ns,P, 0 0 z 0 0 0 0
0 1 z 1 1 0 0
N, 0 1 z 1 1 1 1
0 0 z 0 0 0 1

input m making them controllable. For this purpose an additional weak inverter (transis-
tors P, and N,) isinserted into the original designs of asymmetric C-elements. Its output
can be overdriven by applying a logical value to its output m. If no logical values are

applied to output m then it can be used as a test point during the test.

Tests for the transistor stuck-open faults of the asymmetric C-elements (in Figure 4.6)
are shown in Tables 4.4 and 4.5. The notation used in these tables has the same mean-

ings as the one used in Table 4.1. It follows from Tables 4.4 and 4.5 that all the stuck-
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Table 4.6: Operation modes of asymmetric C-elements shown in Figure 4.6

Function of Function of Outputs of | Outputs of
OR-AND type | AND-OR type Inouts OR-AND AND-OR
C-element C-element P type C-ele- | type C-ele-
ment ment
a | b | m G m, Gt m,
0| 0] O 0 - 0 -
AND B-repeater 0 1 0 0 _ 1 -
1 01| O 0 - 0 -
1 110 1 - 1 -
0| O 1 0 - 0 -
A-repeater OR 0 1 1 0 - 1 -
1 0 1 1 - 1 -
1 1 1 1 - 1 -
OR-AND type | AND-ORtype | O 0 z 0 0 0 0
asymmetric C-| asymmetric C-| 1 7 0 0 1 1
element element
1 0 z Ce1 Ci1 Ci1 C1
1 1 z 1 1 1 1

open faults of the asymmetric C-elements are detectable by only five tests which include

two sequential tests each.

The designs of asymmetric C-elements testable for transistor stuck-open faults were
implemented on ajdm, double layer metal CMOS process and simulated (&#hgE
analysis in theCadence CAD environment. Simulation results obtained from their

extracted layouts can be found in Appendix C.

Driving the feedback transistors allows the sequential functions of the asymmetric C-
elements to be changed into combinational onalleT4.6 shows the operation modes

of the C-elements illustrated in Figure 4.6. If outputf the OR-AND type asymmetric
C-element is driven by a logical zero or one then its function is transformed into an
AND gate or a repeater of its inpatespectivelyWhen outputn of the AND-OR type
asymmetric C-element is overdriven by a logical one or zero its sequential function is
transformed into an OR gate or a repeater of its inpespectivelyThese properties of

the asymmetric C-elements (in Figure 4.6) can be used to simplify the testing of asyn-

chronous circuits by reducing the number of their state holding elements.
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4.3.2 Testing for stuck-at faults in asymmetric C-elements

As was mentioned previously the stuck-open testability of CMOS circuits does not
guarantee the detection of al their line stuck-at faults. In order to make the asymmetric
C-elementsillustrated in Figure 4.6 testable for line stuck-at faults two additional inputs
tp and tn are required. Figure 4.7 shows a CM OS implementation of the static OR-AND
type asymmetric C-element testable for stuck-at faults. In normal operation mode inputs
tp and tn are set to zero and one respectively and the circuit exhibits the same behaviour

as the one demonstrated in Figure 4.6a.

Table 4.7 contains tests to detect the single line stuck-at faults whose locations are
shown in Figure 4.7. It is presumed that al the inputs and outputs of the asymmetric C-
element are controllable and observable during the test. The C-element illustrated in
Figure 4.7 is testable for its stuck-open faults since it is fully testable for its stuck-at

faults.

The asymmetric C-element testable for single line stuck-at faults was implemented on a
1um, double layer metal CMOS process and ssmulated using SPICE analysis. Simula-

tion results obtained from its extracted layout can be found in Appendix C.

1 o PA 2
tp 11
8 Ll 9
10
Eq P, 27
waleyrp [wk
[
b —2e4d[ P, AL Ps
15 26
i| N, |23
16 Ns
wk
5 21,
R )
17 (18 19
tn 6 II_T 7
Ij N,
m_2 = 24

Figure4.7. Satic OR-AND type asymmetric C-element testable for stuck-at faults
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Table 4.7: Tests for stuck-at faults of the asymmetric C-element in Figure 4.7

Outputsof | Outputsof
No. Single Single Test sequences f:te]g ::?rlﬂfm thg :gjltt y
stuck-0 stuck-1
faults faults a&b | tp&tn m Cc m, m,
1 | 9,20,24,26 15,27 11 01 z 1 1 0 0
,30,32
2 15,27 19,20,24,2 00 01 z 0 0 1 1
6,31, 32

3 7,23,29 1 11 01 z 1 1 1 1
01 01 z 0 0 1 1

4 6 2,22,28 01 01 z 0 0 0 0
11 01 z 1 1 0 0
5 34,25 11 01 0 1 - 1 -
10 01 0 0 - 1 -
6 12,13 1x 01 1 1 - 1 -
(0% 01 1 0 - 1 -
7 3,5 01 01 0 0 - 0 -
11 01 0 1 - 0 -
8 12,14,21 00 01 1 0 - 0 -
10 01 1 1 - 0 -
9 1 11 1 0 1 - 1 -
01 11 0 1 - 0 -
10 2 01 01 0 0 - 0 -
11 11 0 0 - 1 -
1 6 00 01 1 0 - 0 -
10 00 1 0 - 1 -
12 7 11 01 1 1 - 1 -
01 00 1 1 - 0 -

13 22,28 00 01 z 0 0 X X
00 11 z 0 0 0 0

00 00 z 0 0 1 1

14 23,29 11 01 z 1 1 X X
11 00 z 1 1 1 1

11 11 z 1 1 0 0
15 25 11 01 1 1 - 1 -
10 00 1 1 - 1 -
00 1 1 1 - 0 -
16 4,13 11 01 0 1 - 1 -
11 00 0 1 - 1 -
01 11 0 1 - 0 -
17 14 00 01 1 0 - 0 -
00 11 1 0 - 0 -
10 00 1 0 - 1 -
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Table 4.7: Tests for stuck-at faults of the asymmetric C-element in Figure 4.7

Outputs of | Outputs of

No. Single Single Test sequences fthe fqult-. thg fa‘?'ty
stuck-0 stuck-1. ree circuit circuit

faults faults a&b | tp&tn | m cC | my | c | m
18 5,21 00 01 0 0 - 0 -
10 11 0 0 - 0 -
11 00 0 0 - 1 -
19 8,10,1 11 01 0 1 - 1 -
00 11 0 1 - 0 -
20 9,30 01 01 z 0 0 0 0
11 11 z 0 0 1 1
21 8,11 01 01 0 0 - 0 -
10 01 0 0 - 1 -
22 10 01 01 1 0 - 1 -
23 19,31 11 01 z 1 1 1 1
01 00 z 1 1 0 0
24 | 16,17,18 01 01 1 0 - 0 -
11 00 1 0 - 1 -
25 17 01 01 z 0 0 0 0
11 01 z 1 1 0 0
26 16,18 10 01 1 1 - 0 -

4.4  Scan testing of C-elements

Scan testing has already become a standard methodology for testing VLSI circuits
[Russ89]. Scan testing presumes that the circuit is set to scan test mode where all its
state holding elements are connected together forming a single scan chain (see Appen-
dix B). As a consequence, the states of all memory elements are controllable and

observable.

The state holding elements of a scan testable circuit must operate at least in two modes:
normal and scan test modes. In normal operation mode, the circuit performs according
to its specification. During the scan test, the test patterns are loaded into the state hold-
ing elements and the test results are shifted out of the circuit. Figure 4.8 illustrates a
CMOS implementation of the pseudo-static symmetric C-element with scan features. It
contains two additional control inputs: clodRlK) and scan tesfT} signals. InputsSn

andSout are used to scan the test pattern in and scan the state bit out of the C-element.
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Figure 4.8: Pseudo-static symmetric C-element with scan features

Output Sout of each scan testable C-element (or any other scan testable memory block)

Is connected to input Sin of its successor forming the scan chain.

In normal operation mode, when T=0 and Clk=0 the C-element performs as the pseudo-
static C-element depicted in Figure 4.1d. In scan mode, the input transistor stack is disa-
bled by input T set to high. Clock signals are generated on input Clk to shift the test pat-
tern from input Sn into the C-element. When signal Clk goes high the output transistor
stack of the C-element is disabled and nodes ¢ and nc are controlled from input Sin.
Once the clock signal is low the negated bit loaded from input Sn is stored in the C-ele-
ment and is passed to its output Sout. Clock signals generated on input Clk are used to
shift the state bit of the C-element through the scan path to the test circuitry. When

Clk=1 output Sout keeps its current logical value creating a dynamic memory and sup-
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Table 4.8: Tests for stuck-open faults of the C-element in Figure 4.8

Outputs ofthe| Outputs ofthe
Single stuck-open Test sequences fault-free C- | faulty C-ele-
faults element ment
a&b T Clk | Sin c Sout C Sout
P-P5, N5, Ng 11 0 0 X 1 - 1 -
00 0 0 X 0 - 1 -
Ps,Pe,P12,N1-N3 00 0 0 X 0 - 0 -
1 0 0 X 1 - 0 -
P7-P1o,N4,Nyg XX 1 1 1 - X - X
XX 1 0 1 - 0 - 0
XX 1 1 0 - 1 - 0
XX 1 0 0 - 1 - 0
P2,P11,N7-Nyo XX 1 1 0 - X - X
XX 1 0 0 - 1 - 1
XX 1 1 1 - 0 - 1
XX 1 0 1 - 0 - 1
Ny, 00 0 0 X 0 0 0 0
11 1 0 X 0 0 1 1

plying inputSn of the following memory element. Clock signals must be kept high for

enough time to guarantee the proper transmission of logical voltage levels.

An analysis of the symmetric C-element shown in Figure 4.8 reveals that it is testable
for single transistor stuck-open fault@able 4.8 contains tests for detecting the stuck-
open faults of the C-element. Symbol ‘x’ denotes a ‘doare’ signal. A hyphen means

that the appropriate output is not used to observe the test results. Note that the funda-
mental problem of testing stuck-open faults in the weak feedback inverter of the pseudo-
static C-element no longer exists since the weak transistors of the scan testable C-ele-

ment participate in the scanning of the test data.

Consider an implementation of the scan testable CALL element in order to demonstrate
how the C-element shown in Figure 4.8 can be used to build more complex scan testable
asynchronous blocks. As was mentioned in chapter 1 the CALL element is an event
driven logic block. It remembers which of its inputs received an eventRitsdr(R2)

and acknowledges the completion of the called procedure by an appropriate event on the

Page 88



e R 4

matching output®1 or D2). The CALL element with scan features shown in Figure 4.9
performs using the two-phase signalling protocol where each signal transition denotes
an event. All the inputs and outputs are initialized to Z&@. andClk=0 in normal
operation mode. When a request event occurs on Riptiprimes C-elemen€Ci and

passes through the XOR gate producing a request event on its But@uice the
required procedure has completed an appropriate acknowledge event is generated on
inputD. As a result, C-eleme@ changes state and an acknowledge event is passed to
outputDi (i=1,2). The performance of the CALL element is identical for falling request

events.

If the CALL element shown in Figure 4.9 is incorporated into an asynchronous VLSI
circuit its internal states can be controllable and observable through the scan path. A test
bit sent to inpuSn of the C-element is negated on its outgsdst andc (see Figure

4.8). The CALL element is tested by setting test control sifjrialone. For instance,

the clocked sequence 01 must be applied to iSpubf the CALL element in order to

set its C-elements to one. The CALL element can perform its specified function when

R1 ®

Sout

C1 D1
oD

Sin
R2 ®

Figure4.9: CALL element with scan features
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signalsT andClk are returned to zero. The state bits of the C-elements are shifted out of
the CALL element and compared with known responses when itsTrpwget one and

clocks are produced on its inpOitk.

4.5 Summary

The testable structures of the symmetric and asymmetric C-elements presented in this
chapter require dérent overheads depending on the fabrication faults to be detected.
The designs of testable C-elements have been implementedom £MOS process

and their extracted layouts have been investigated using SPICE anadydesl.9 con-

tains a summary of cost comparisons of the CMOS C-elements and their testability

The lagest number of transistors is required to implement the scan testable C-element.
This is because scanning the data through the C-element can be implemented only in a

masterslave manner which requires at least two memory elements.

The implementation of the symmetric C-element shown in Figure 4.2 has a layout over-
head of just 17% with one extra control input and guarantees the detection of all its
stuck-open faults. The sequential function of such a C-element can be changed into a
combinational one (AND or OR) which simplifies the testing of other components

incorporated in the asynchronous circuit.

Table 4.9: Summary of costs of the testable C-elements

Design No. of No. of extra Transis- | Layout | Output nodal | Testability
tran- inputs/outputs | tor over- | over- capacitance
sistors head head x 10 F
Figure 4.2 14 1 17% 17% 2.07 SO
Figure 4.3 20 3 67% 45% 3.21 SA&SO
Figure 4.6a 10 1 25% 19% 2.45 SO
Figure 4.6b 10 1 25% 32% 2.55 SO
Figure 4.7 14 3 75% 41% 2.18 SA&SO
Figure 4.8 24 4 200% 115% 11.22 SO
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Compared to the design of the symmetric C-element shown in Figure 2.5 the implemen-

tation of the C-element illustrated in Figure 4.2:

* requires around half as many transistors (14 versus 26);

¢ uses just one test input to change the operation mode of the C-element;
» guarantees the detection of all the stuck-open faults in its CMOS design.

The asymmetric testable C-elements illustrated in Figures 4.6a and 4.6b guarantee the
detection of all their transistor stuck-open faults and require 19% and 32% layout over-

heads respectively
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Chapter 5: Scan Testing of
Micropipelines

The scan test has become a standard DFT methodology for testing synchronous digital
circuits (see Appendix B). The adoption of well-developed test techniques to the testing
of asynchronous circuits is important because it avoids the costs of developing expen-
sive new test equipment. An asynchronous scan test approach to designing testable two-

phase and foyphase micropipeline structures is considered in this chapter

5.1  Micropipeline latch control

The design of a micropipeline with processing was considered in chapter 1. The micro-
pipeline illustrated in Figure 1.5 can operate using either a two-phase orghése
signalling protocol. Wwo-phase and foyphase micropipelines use féifent latch control

circuits to ensure the correct latching mechanism.

The use of ‘normally closed’ latches is preferable from the power consumption point of
view since no transitions in the data paths can occur unless new data has been latched by
the stage register [Furb94, Birt95]. Figure 5.1 shows an implementation of the normally

closed latch structure which uses two-phase signalling. In the initial state the outputs of

Dataln

Rin Ain
De
- % latch >
[ ]
Aout @ Rout
DataOut

toggle

Figure 5.1: Two-phase control for a normally closed latch
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Figure5.2: a) Smple and b) semi-decoupled four-phase control for a normally
closed latch

the toggle element and the C-element are reset. When the data is stable on the inputs of
the latch a request signal is sent to ingurt setting the data enable inpiRd) of the

latch to high. As a result, the latch becomes transparent storing the data into its.memory
The toggle element steers a rising event to its dotted output causing the data to be
latched in the latch memoryhe second rising event is steered by the toggle element to

its blank output producing a request sigrfabut) for the next stage register and an
acknowledge signalA{n) for the previous stage of the micropipeline. A rising signal
arriving at inputAout primes the C-element and the latch is ready to repeat the sequence

described above when a falling event is generated &mitisiput.

Designs of the normally closed latch with simple and ‘semi-decoupled’ (see below)
four-phase control are shown in Figure 5.2a and Figure 5.2b respectively [EdTR95].
With the simple latch control the latch can be closed only wimen goes high, i.e.,

when the next stage of the micropipeline is opened. As a result, the use of the simple
latch control circuit is not costfeictive in fourphase micropipelines since at most
alternate stages can be occupied at any time [Furb96]. In order to increase the decou-

pling between the inputs and outputs of the latch to allow the latch to be closed before
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Figure5.3: Sngle-phase static latch

the output handshake protocol has completed, the semi-decoupled control circuit can be
used (see Figure 5.2b). Initially both C-elements are reset. When the input data is stable
a rising request signal is generated onRimeinput. As a result, the latch is opened and
passes the input data to its outputs. A rising acknowledge signal is produceddan the
output.Rout goes high preventing the output of the asymmetric C-element from going
high. If Rin is reset the latch is closed and the input data is latched in its meksaay
consequenceiin goes low and the input data can be changed. The output of the sym-
metric C-elementRout) is reset wherhout is high (which is when the next stage is
opened). The next control cycle can be repeated Wbetns low enabling the output of

the asymmetric C-element to be set to high. The use of the semi-decoupled control cir-
cuit shown in Figure 5.2b allows the micropipeline to fill all its stages increasing its per-

formance.

Figure 5.3 shows an n-type single-phase latch which can be used for storing the data in
the micropipeline registers. The latch is transparent when the data enabl®gpst (

high and it is opague when the data enable input isWsen transparent, input data is
propagated through the latch to its output. Once the enable signal is reset the data is pre-
vented from flowing to the inverter and the weak data retention circuit. As a result, the
data is stored and any signal changes on the data input will haviectooefthe stored

data. Single-phase latch designs are investigated elsewhem8, Véste93].
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5.2 Fault model

Stuck-at faultsin the control part, combinational logic blocks and latches of the micropi-

peline shown in Figure 1.5 are considered.

Faults in the latch control

As was shown in chapter 2, stuck-at faults in the control part of the two-phase micropi-
peline can be detected during its normal operation mode since they cause the micropipe-

line to halt.

Stuck-at faults in the simple four-phase latch control circuit illustrated in Figure 5.2a
cause the micropipeline to halt. For instance, a stuck-at fault on any input of the C-ele-
ment is equivalent to the corresponding stuck-at fault on its output. As a result, the
handshake protocol is violated causing the micropipeline to deadlock. The same fault

effect is caused by a stuck-at fault on any other wiresin the control circuit.

Most stuck-at faults in the semi-decoupled control circuit shown in Figure 5.2b cause
the micropipeline to halt. For example, in the presence of fault 2-SA1 on input 2 of the
asymmetric C-element its output cannot be set to high. As aresult, the Ain output of the
control circuit is reset permanently keeping the latch closed. Faults 2-SAO and 3-SA0
cannot be detected easily since they do not violate the four-phase handshake protocol
but cause premature rising events on the output of the asymmetric C-element. Special

care must be taken to detect these faults.

Faults in the combinational logic blocks

Faults in the combinational blocks of the micropipeline illustrated in Figure 1.5 can be
detected by applying test vectors to their inputs and observing the test results latched in
the corresponding stage registers.
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Faults in the stage registers

Faults in the stage registers can put the faulty register latch permanently in capture (a
stuck-at-0 fault on the data enable input) or pass (a stuck-at-1 fault on the data enable
input) mode (see Figures 5.2 and 5.3). Stuck-at faults on the inputs or outputs of the
stage register are equivalent to stuck-at faults in the corresponding combinational cir-

cuit.

5.3  Scan test design

5.3.1 Scan latch implementation

Figure 5.4 shows a CMOS implementation of a scan latch structure which contains two

latches (L, and L,) and a multiplexer.

In normal operation mode (the test control signal Tst is low) the tristate inverter of L, is
off since the shift clock signal Scis held at zero (nSc=1). When the data enable signal
(De) is high the input data (Din) passes to the output Dout and is latched by L, when De

islow.

In scan mode (Tst=0, nTst=1) the enable signal De islow so that the tristate buffer of L,
is closed. When the clock signal Scis high (nSc=0) the scan data from the scan-in input

nSc L,
nTst
S";::; Lo——{ go———[i;:i:L— nTst
T
Sc Dout

De Tst

Sout

Din E

Figure 5.4: CMOSimplementation of the scan latch
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Table 5.1: Data path delays for the basic and scan latches

Latch Path Delay
Basic Dinto Dout 2.3ns
Scan Din to Dout 4.2ns

Sn to Dout 5.7ns

(Sn) is latched by the latch, and passes to the tristate invertet.of While Sc=1, L,
is opened and the shift data is sent to the scan-out o&quti} ¢f the scan latch. When
=0 (nSc=1) the scan data bit is latched by and the latch., is opened. This proce-

dure is similar to that used for storing the data in a makiee flip-flop.

In test modeTst=1, nTst=0, Sc=0, nSc=1) the scan latch performs as in normal operation
mode. The only dférence is that the response bit from the combinational circuit is
stored inL, whereas the test bit is held unchanget jrand stimulates the appropriate
input of the processing logic of the next stage. Note that, during scan mode when the last
test bit is shifted in the scan latch, the Boolean siggtdhTst) must be set to one (zero)

before the signaic (nSc) goes down (high) in order to preserve the state, of

The basic and scan versions of the latch structure have been implemented in CMOS
technology on a dm double layer metal process and simulated using SPICE (see
Appendix C). The basic latch cell used is similar to a single-phase static CMOS latch
which requires 1 transistors (see Figure 5.3). 37 transistors were used for the imple-
mentation of the scan latch. As a consequence, the trarsistot redundancy of the

scan latch is 236% and the area overhead is 258%. This scan latch requires 12% fewer
transistors than the one proposed by Khoche and Brunvand [Khoe®#. 3.1 shows

the simulated delays through data paths of the two latch structures. The simulations have
been performed on extracted layouts from the latch designs for worst case conditions:

Vy4=4.6V, slow-slow process corndgemperaturel00° C.
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5.3.2 Scan register design

A two-bit scan register design for a testable micropipeline is shown in Figure 5.5. Com-
pared with the basic stage register it contains five additional wires: test cdstyol (

scan-in §n), scan-out$out) and shift clock &).

Normal operation mode (Tst=0, Sc=0). In the initial state the register latches are

closed and the outputs of the latch control circuit are set to zero (reset control lines are
omitted in Figure 5.5). When a request signal is received on theRnptlte data ena-

ble signalDe is set to high by the latch control and the latdhgsre opened. Since the

data enable signal can drive agamumber of latches (more than two as shown in Fig-
ure 5.5) outpuDe of the latch control is connected to faufB. A request signal is gen-
erated on outpuRout of the latch control block. The data is transmitted from the inputs
Din to the output®out of the registerDepending on a particular signalling protocol
used by the latch control the latcHes are closede=0) when the handshake between

one or two neighbouring stage registers has completed.

Scan mode. While Tst=0 andDe=0 the register can be used to scan the data into the
latches from its inpuBin. Simultaneouslythe scan data comes to the outpuit sup-

plying another scan registdthe scan procedure is controlled by clock signals applied to

the inputSc.
Rin Ain Sc nSc Sin nTst
A 4 Y
Dout;
Latch
Control ° DB
L, [ Dout:
Rout Aout = :
ou ou Din, Sout

Tst [: nTst

Sc [: nSc Tst

Figure5.5: Scan register

Page 98



Test mode. During the testTst=1, Sc=0) the test vectors are stored in the first latthes

The outputs of these latches are connected through the multiplexers to the outputs of the
stage registeAfter receiving a request signal on the IRia the data is stored into the
latchesL, of the register (see Figure 5.5). The test vectors and the test results are saved
in different latches because the data flows through the micropipeline from left to right

while the test vectors must be preserved during the test.

54 Scan test control

A testable micropipeline design is shown in Figure 5.6. It comprises a micropipeline and
the scan test control logic (STCL) unit. The stage registers of this micropipeline are built
from scan latches. The scan test control block is used to make an asynchronous test
interface for the micropipeline. It also generates shift clock sigedls a unified shift
register The scan test control can follow either a two-phase orgbase signalling
protocol depending on its structure. The scan test control can either be a central control
block or can be incorporated inside some of the micropipeline registers. Similar scan
test control units can be used infelient parts of the chip to arrange an asynchronous

scan test control interface betweeratént asynchronous blocks.

RSin RSout
— —>
ASin STCL ASout
<+« <«
Sc
Rin —»——]Rin se Rout _D Rin se Rout Rout
Din Dout
Regl [—y{cLif—)| Reg2 [~ cL2[—>
Sin ) _ Sout
Ain —»—1Sin Sout Sin Sout =Aout
“4+—]Ain Aout Ain Aout <
Tst Tst
Tst

Figure 5.6: A micropipeline with scan features
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5.4.1 Scan test control for two-phase transition signalling

An example of the scan test control block for two-phase transition signalling is shown in
Figure 5.7. The scan test control block generates the control signalsin a manner similar
to that of the control circuitry of the latch illustrated in Figure 5.1. The presence of the

C-element ensures the delay insensitivity of the scan test control block.

Some calculations of the typical delays in the scan test control block have been carried

out using SPICE and are shown in Table 5.2.

Table 5.2: Two-phase scan test control delays

Path Delay
RSnto ASn 7.0ns
RSn to RSout 12.8ns
ASout to C-element primed 1.1ns
Cycletime 20.9ns

5.4.2 Scan test control for four-phase signalling

The implementation of the scan test control block for a four-phase communication pro-
tocol issimpler than that of the scan test control block for two-phase signalling (see Fig-

ure 5.8).

Initially, the C-element is set to zero (NAS n=nASout=1). When arising shift request sig-

nal RSn arrives, the C-element changes its state to one. As a result, afaling event is

RSin ASin

1 RSout

Figure 5.7: Scan test control logic for a two-phase micropipeline

oL oP

Toggle

ASout Sc
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nASout RSout

e A I S
V.
Sc

Figure 5.8: Scan test control logic for a four-phase micropipeline

produced on the negated acknowledge line nAS n, the shift clock signal Sc goes high and
arising event is generated on the request output RSout. If nASout=RS n=0 the C-element
is set to zero. Thus, the signal Scis reset, rising and falling events are produced on the

control lines NASn and RSout respectively.

The delays of the control signalsin the scan test control block are presented in Table 5.3.
The results show that the use of the four-phase scan test control block improves the per-

formance of the shift operation compared to the two-phase scan test control block.

To reduce the number of external pinsfor the implementation of the testable micropipe-
line the pairs of signals such as Rin and RSn, Ain and ASn, Rout and RSout, Aout and
ASout can be combined using multiplexers. These multiplexers are controlled by a
Boolean signal switching between scan and normal operation mode. Note that, for two-

phase signalling, some of the multiplexers must contain state holding elements.

Table 5.3: Four-phase scan test control delays

Path Delay
RSn; to RSout;, 6.9ns
RSn; tonASn, 2.5ns
nASout, to nASin, 2.5ns
nASout, to RSout, 6.9ns
Cycletime 18.8ns
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5.5 Test strategy

The test strategy for detecting stuck-at faults in micropipelines is very similar to that
used in scan testing synchronous circuitScHO the micropipeline shown in Figure 5.6

can perform in normal operation modst£0) or in test modeTgt=1).

In scan modeT&t=0, De=0), the test patterns are loaded into the stage registers which
are configured as a unified scan registére scan path is created by connecting the
inputsSnin series to the outpuBut of all the stage registers. Clock sign&dor con-

trolling the shift operation are generated internally by the scan test control.

When the test patterns are loaded into the latches the micropipeline is set to test mode
(Tst=1). A request signal is produced on the Rne of the micropipeline. The responses

from each processing block are stored in the registers.

WhenTst=0 the contents of the latches are shifted to the oSutiof the last stage reg-
ister. The test results are compared with known good ones. Whilst shifting out the test
results to the outpiout a new test pattern is loaded from the infiat The test proce-
dure is repeated. Thus, the complexity of testing the micropipeline is reduced to the test-

ing of its processing logic which comprises mostly combinational circuits.

Testing for faults in the scan test control

The scan test control unit of the testable micropipeline is an additional control block

which is not used in normal operation mode. Nevertheless, it must be fault free as it con-
trols the scan path of the micropipeline. A stuck-at fault on any of the lines in the scan
test control block prevents the generation of the control signals on its outputs. This is
because the scan test control is a fully delay-insensitive asynchronous circuit where
every control signal handshakes with others. Such circuits are fully testable for stuck-at
faults [Dav90, Haz92].
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Testing for faults in the control logic

As was mentioned earliestuck-at faults on the control lines of the two-phase micropi-
peline and the fouphase micropipeline with simple latch control can be detected easily
since they cause the micropipeline to halt. This happens because a micropipeline is an
event-driven asynchronous circuit [Suth89]. Such stuck-at faults can be identified either
in normal operation mode or during the test. The detection of faults in the semi-decou-
pled latch control circuit of the foyghase micropipeline requires a special test mode.

The testability issues of the semi-decoupled latch control circuit are considered later

Testing for faults in the processing logic

It is assumed that all the processing blocks between the stages of the micropipeline are
combinational circuits. The internal inputs of each combinational circuit are controllable
and its outputs are observable through the scan path of the micropipekte.far
detecting stuck-at faults in all the processing blocks can be derived using well known
test generation algorithms such as the D-algorithm, PODENN &nd others (see
Appendix A).

A test scenario for detecting stuck-at faults in the processing logic of the two-phase
micropipeline, which is similar to that of the fgpinase micropipeline, can be described

by the following sequence of steps:

1. Reset the micropipeline. All the state holding elements (except register latches) are

reset.

2. Set the test control signal to zefstE0). All the register latches are connected in a
unified scan registeYWhen a new test bit on tl&n input of the micropipeline is sta-
ble a request is generated on &@&n input of the scan test control block. Once
acknowledged another test bit accompanied by the appropriate request signal is pro-
duced on thé&n input of the micropipeline until the whole scan path is full. Every
time when the scan data is ready the scan test control generates scan clocks on its out-
put c.
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3. Set the micropipeline in test mod&tEl). Generate one request signal on Rhe
input. This request propagates through all the registers of the micropipeline. As a
consequence, the responses from the processing blocks are saved in the correspond-
ing second latchds, in the stage registers. The outputs of the first latchese held
unchanged which allows them to control the inputs of the appropriate combinational

processing blocks at known values.

4. Tst=0 and repeaftep 2 simultaneously unloading the latch contents out of the scan
register to theéSout output and shifting in a new test vector from 8w input of the

micropipeline.

5. The test results are compared with the good ones. If the current test is successful

repeatStep 3. If not, stop the test procedure since the micropipeline is faulty

6. If, after the required number of tests, no faults have been detected the micropipeline

can be tested for stuck-at faults in the register latches.

Testing for faults in the latches

Two types of stuck-at faults are considered for the register latches: stuck-at-capture and

stuck-at-pass faults.

Stuck-at-capture (stuck-at-pass) faults of the scan latch (see Figure 5.4) can be caused
by stuck-at faults on the control lines of the tristatddyafand inverters which disable
(enable) them permanentlyost of these faults can be detected by shifting an alternat-

ing 0-1 test through the latches unified in one scan register

A stuck-at-1 fault on the inputTst of the latchL; can be identified during test mode
when the faulty scan latch and its predecessor are sefdredifstates. In this case the
state of the faulty latch, will be changed. Stuck-at-0 and stuck-at-1 faults on the line
De of latch L, are detected by driving thein input with a diferent logic value to its

current state during test mode and scan mode respectively
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Stuck-at faults on the data lines of the scan latch shown in Figure 5.4 are detected during

test and scan mode.

Testing delay faults

There is another class of faults in micropipelines which can be detected using the pro-
posed scan test technique. These are delay faults in combinational circuits between the
stage registers of the micropipeline. The output data of each combinational logic block
is latched after a certain delay when the data has arrived at its inputs. A delay fault in
this combinational block will extend path delays. In the presence of such a fault the bun-
dled data interface of the corresponding micropipeline stage will be violated, i.e. the
outputs of the combinational logic will be latched before the output signals in the bundle

are stable.

The algorithm used to detect delay faults in the processing logic of the micropipeline is
similar to that exploited in delay testing of synchronous circuits which has been adapted

by Khoche and Brunvand [Khoc94].

Basically the pair of test vectors/{ andv, ) must be applied to the inputs of the com-
binational circuit to detect its path delay faults. According to this test approach three
stage registersdR, _,, R, andR. , ;) are used to detect delay faults in the combinational
logic F;. The tests/; andv, are stored in the registeRs_, andR; respectivelyThe
results of the test are saved in the regiRegr, . When the test patterns are loaded into
the stage registers the combinational circuit is settled\(}gsfThe delay fault is tested

by applying a request signal to the input of the micropipeline set in normal operation
mode. This causes the application of the testto the inputs of the logid,
(v,=F;_,(v3)). The data path of the circuit under test is activated. If there is a delay
fault in this path it will cause a delayed response by the combinational circuit whereas

the responses are latched after a fixed time determined by the corresponding delay
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5.6  Scan testing of asynchronous sequential circuits

The scan test technique described above can be used to test asynchronous sequential cir-

cuits built using the micropipeline design style.

5.6.1 Sequential circuits based on the micropipeline approach

Figure 5.9 illustrates the general structure of a two-phase sequential circuit. This struc-
ture contains the combinational logic block (CLB) which performs the basic logic oper-
ations, and two registers (Regl and Reg2) in the feedback loop which store the state of
the sequential circuit. The sequential circuit works asamicropipeline. Intheinitial state,
all the latches of Regl are set to their initial states and both the C-elements are set to
zero. The input data is generated on the primary inputs (P1) of the circuit by the sender
which sends a rising request signal (Rin) to the sequential circuit. The request signal is
delayed by the delay element for long enough for the output data to stabilize on the pri-
mary (PO) and internal (SO) outputs of the combinational circuit. As a result, arising
request signal (Rout) is produced for the receiver by the sequential circuit. After receiv-
ing an acknowledge signal (Aout) and storing a new state in Reg2 the circuit generates
an acknowledge signal (Ain) for the sender simultaneously causing the copying of the
contents of Reg2 into Regl. When a new falling request signal is sent by the sender the
procedure of processing the datais repeated.

Rin Rout
C D >
PI > PO
Ack S| CLB so Req
—Reg1l “SReg

_I/
Req Ack
| |
Ain
< C Aout

Figure 5.9: Two-phase sequential circuit
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Figure 5.10: Latch control of the sequential circuit
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The latch control for the two-phase sequential circuit is shown in Figure 5.10. The func-
tioning of this control circuit is ssimilar to the one illustrated in Figure 5.1. There is no
need for the symmetric C-element since the request signal (Req) is controlled externally
by the C-elements of the micropipeline.

Figure 5.11 illustrates an implementation of the sequential circuit which follows a four-
phase signalling protocol. Initially all C-elements are reset. The registers Regl and Reg2
are closed. The latches of register Regl are set to their initial states. When the input data
isstable arising request signal is produced on input Rin. The output of the C-element C1
isset to high. Thisrising event is delayed for long enough for the output data to stabilize
on the PO and SO outputs of the combinational circuit. As a result, the output of the
asymmetric C-element C2 is set to high opening the latches of Reg2. When the latches
are transparent register Reg2 generates a rising acknowledge signal which is passed to

the Rout output of the circuit. When the output data has been read by the environment a

Rin
’_4'31\, D
@_—11 Aout
Ain Pl PO
— -
1
Ack I+ Req
si | €LB [so
Reg > Reg?2
i Afk Rout
—
n Icg

Figure5.11: Four-phase asynchronous sequential circuit with normally closed
registers Regl and Reg2
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rising event is passed to the Aout input of the sequential circuit setting the output of the
C-element C3 to high. As a consequence, the output of C2 is reset, the latches of Reg2
are closed and Rout goes low. When the acknowledge signal Aout is returned to zero the
output of C4 is set to high making the latches of Regl transparent. When the data is
stored in Regl the acknowledge signal Ain goes high. Afterwards, the Rin signal is
returned to zero resetting the output of C1 primed by a high signal from the output of
C3. The C-element C4 is reset closing the latches of Regl and resetting the Ain output.
As aresult, the sequential circuit has moved into a new state and it is ready to accept
new input data. The output of C1 can be set to high by arising request signal arriving at
the Rin input when the output of C3 isreset. The structure of registers Regl and Reg2 is
similar to that shown in Figure 1.8d.

5.6.2 Scan test design

The design of the testable two-phase sequential circuit is illustrated in Figure 5.12. It
comprises the sequential circuit with the scan test control logic (STCL) block which
provides an asynchronous interface in scan mode (see Figures 5.7 and 5.8). The stage
registers of such a sequential circuit are built using scan latches shown in Figure 5.4.
The structure of the testable four-phase sequential circuit issimilar to that shown in Fig-

ure 5.12. The only difference between them isin the latch control design.

5.6.3 Scan test scenario

When Sc=0, the sequential circuit illustrated in Figure 5.12 can act either in normal
operation mode (Tst=0) or test mode (Tst=1).

If Tst=0 and Sc=0 the sequential circuit is set to scan mode to load the test patterns into
the latches of the stage registers. The scan path is created by connecting the output Sout
of Regl to the input Sn of Reg2 (see Figure 5.10). Clocks Sc for controlling the shift

operation are generated internally by the scan test control.
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Figure 5.12: Two-phase sequential circuit with scan features

In test mode, arequest signal is produced on the line Rin of the sequential circuit. The
results of testing the combinational logic block are stored in the stage registers.

The contents of the latches are shifted out to the output Sout of Reg2 in scan mode. The
test results are compared with known good ones. Whilst unloading the test results a new
test pattern is loaded from the input Sn of the sequential circuit and the test procedure
can be repeated. The complexity of the testing of the sequential circuit is reduced to the
testing of its combinational block.

Stuck-at faults on any of the lines in the scan test control block are tested during scan
mode. Aswas mentioned earlier, stuck-at faults on the control lines of the sequential cir-
cuit shown in Figure 5.12 cause the sequentia circuit to halt. Faults in the latches are

detected in the same manner described in section 5.5.

Testing for faults in the combinational logic

Theinternal inputs () of the combinational circuit are controllable and itsinternal out-

puts (SO) are observable through the scan path. Tests for detecting stuck-at faults in the
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combinational logic block can be derived using any known test generation algorithms

for combinational circuits.
The test algorithm can be described as the following sequence of actions:
1. The test pattern is loaded irfRegl during scan mode.

2. In test mode, when the data is stable on the inputsf the sequential circuit, a
request signal is generated on the irfigiat The responses from the outp88 of the

combinational circuit are stored Reg2.

3. The test results are analysed on the outp@sof the sequential circuit and an

acknowledge signal is produced on its inpatt.

4. The sequential circuit is set to scan mode to shift the conteReg@out to the out-

put Sout and to load a new test pattern iRegl.

Testing delay faults

The algorithm used to detect delay faults in the combinational logic of the sequential
circuit is similar to that described in section 5.5. In principle, the pair of test vectors
<V;, V,> must be applied to the inputs of the combinational circuit to detect its delay

path fault. The pair ¥, , V,>is made up of Y @ v, Vap @ v, >, where:
* Vi andv2p are the test vectors applied to the infRltef the combinational circuit;

v, and v, are the state vectors initially loaded into the state regidiegi @nd

Reg2 respectively);
» the symbol @ denotes the concatenation of bit vectors.
The test scenario is the following:

1. In test mode, the test pattevi, is supplied to the inpuBl and a request signal is

generated on the inpRin. The combinational circuit is settled.

Page 110



2. After receiving an acknowledge event on the infutt the testv, is copied into the
latchesL, of Regl. The test Vectow,,, is applied to the inputBl of the sequential

circuit.

3. The test control signdist is set to zero and a new request event is generated on the
input Rin. As a result, the test vector, is applied to th&d inputs of the combina-
tional circuit and the required data path is activated. If there is a delay fault in this
path it will cause a delayed response by the combinational circuit whereas the

responses are latched after a fixed time determined by the corresponding delay

5.7  Testing faults in four-phase latch control circuits

This section is devoted to the testing of faults in the latch control circuits of the four

phase micropipeline and sequential circuit designs.

5.7.1 Testing for faults in the semi-decoupled control circuit

As was previously mentioned testing for faults 2-SA0 and 3-SAO in the latch control cir-

cuit shown in Figure 5.2 is not trivial since they cause premature firings éimtbert-

put.
In1
Out
In2
In3 ol Tat
a) —d "
—
In1 wk Inl wk
—— +—d
Out L Out
—
In2 [: In2 [: |
In3 [: In3 [:
= b = c)

Figure5.13: Asymmetric C-element: a) symbol; b) CMOS implementation; c)
testable CMOS implementation
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Figures 5.13a and 5.13b show the symbol and a CMOS implementation of the asymmet-
ric C-element used in the design of semi-decoupled latch control. Fa2+#8A0 and
In3-SAO keep the corresponding n-type transistors opened permaridmle faults

can be detected by the pair of testsk@1> applied sequentiallAs a result, the fault-

free result is low whereas in the presence of the these fau@sitloeitput is set to high.

The testing of faulttn2-SA0 andn3-SAO in the control circuit of the foyphase micro-
pipeline is dificult due to the low controllability of the inputs of the asymmetric C-ele-

ments.

A simple solution which makes the inputs of the asymmetric C-element more testable is
to convert it into a symmetric C-element. Figure 5.13c illustrates a CMOS design of the

circuit which acts as an asymmetric C-element shown in Figure 5.13b and as a 3-input

Tet Rin(0) TAin(O) In
vy |-|\
C > L[
+ J
out, Set
R Aout(0) N
O
Rout(0) \_E
Rin(1) rla N Ain(1)
l/
+
out |Shift
_ Aout(1) R eg
O
Rout(1) \Jr’
Rin(2) |JC\ l'> Ain(2)
+
ut, Clk
O
v Rout(2) Aout(2)

Figure 5.14: Testable 3-stage four-phase semi-decoupled latch control circuit
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symmetric C-element. When the Boolean infatitis set to high or low the circuit oper-
ates as the symmetric or asymmetric C-element respecitit/edyeasy to show that any
stuck-at faults on the inputs of the symmetric C-element is equivalent to the correspond-

ing stuck-at output faults.

Figure 5.14 demonstrates an example of the semi-decoupled control circuit of the three
stage fouphase micropipeline. In order to test the control circuit for stuck-at faults all
asymmetric C-elements are converted into symmetric ones by setting the Bisblean

high. The outputs of the 3-bit shift register are set to high. The control circuit is forced
by the environment to perform at least one handshake along the input and output chan-
nels. As a result, all stuck-at faults on inputs of all the C-elements and all the control
lines are detected since they cause the circuit to deadlock. In normal operation mode, the
asymmetric C-elements which were converted into symmetric ones are set back to their

normal modes by resetting the Booldanh

In the circuit shown in Figure 5.14 there is a class of stuck-at faults which must be

detected to ensure that the micropipeline performs according to its specification. These
are faults on thast inputs of the testable asymmetric C-elements. FastHSAO or Tst-

SAL1 set the circuit shown in Figure 5.13c to perform as an asymmetric or symmetric C-

elements permanently

In order to detect faulfist-SAO andTst-SA1 on thelst inputs of the testable C-elements

the following test algorithm can be used:
1. i=0, wherd is an index for the micropipeline stage to be tested.
2. Tst=1 for testing faultgst;-SAO. Tst=0 for testing faultgst;-SA1L.

3. Set the-th output of the shift register to lo@utj=1 (#i). As a result, the output of
thei-th NAND gate is set to high.

4. Rin(0)1

5. If Rout(2)tr thenAout(2)1
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6. Rin(0),

7. If Tst=1 then in the presence of tih&;-SAO fault thei-th testable C-element is reset.
Hence, ifRout(2), the circuit is faultylf the Rout output is held unchangeBRdqut=1)

the circuit is fault-free.

If Tst=0 then in the presence of thg;-SA1 fault the output of theth testable C-
element is held unchanged. Hencdrotit(2), the circuit is fault-free otherwise it is

faulty.
8. If the circuit is faulty go to step 10, otherwisei+1 and go to step 9.

9. If i=n, wheren is the number of micropipeline stages, then go to step 2. Otherwise,

the circuit is fault-free and go to step 10.
10.End.

Note that during the test when all testable C-elements act as symmetric C-elements the
outputs of the shift register are set to high. The testing of faults dist{veputs of the
testable C-elements requires the corresponding output of the shift register to be reset.
This can be implemented by applying a one onthaput of the circuit shown in Fig-

ure 5.14 after setting the outputs of the register to ones usiisgtthignal. As a result,

after the application of one clock sigr@k to the shift register a zero is shifted to the

first flip-flop of the registerThen thdn input is reset and-() clock signals are applied

to the shift register to reset itsh output.

Since the testable C-elements are tested sequentially and the testing of each C-element
requires the application of one return-to-zero request skinahe shift register can be
clocked by theRin input. It is easy to show that stuck-at faults on the inputs and outputs

of the NAND gates are detected during the test of the control circuit.
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5.7.2 Testing for faults in the control circuit of the four-phase

sequential circuit

The order of events on the inputs and outputs of the control circuit of theHase

sequential circuit shown in Figure %.¢an be written as follows:

Rint Routt Aoutr Rout; Aout; Aint  Rin; Aing (5.1)

Most of stuck-at faults in the control circuit cause the circuit to deadlock which can be
easily identified. For instance, a stuck-at-O fault on one of the inputs of the C-element
C3is equivalent to a stuck-at zero fault on its output. In the presence of this fault the

Rout signal is never reset which in turn causes the whole circuit to halt.

In the control circuit (see Figure 3)lthere are faults which cause premature firings on
the outputs of C-elemen@2 andC4. These are 1-SA1, 2-SA1 and 3-SAO faults. Fault
1-SA1 can be detected once after the resetting of all the C-elements. This fault causes
the Rout signal to go high which must happen only win: (see (5.1)). In the pres-

ence of fault 2-SAJAin goes high just after a rising event on Ria input. This fault
violates the order of events written in (5.1). Fault 3-SAQ causes a premature rising event
on theAin output before a handshake is completed along the output channel (signals
Aout andRout must be returned to zero befdm goes high). Faults 2-SA1 and 3-SAO

can be identified by checking the order of events on the control inputs and outputs in the

circuit shown in Figure 511

5.8 A case study of the AMULET2 register destination
decoder

5.8.1 Design and implementation

The AMULET2 microprocessor has a circuit called the “register destination decoder”, a

high-level implementation of which is shown in Figure 5.15 [Pav94].
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The AMULET2 register destination decoder is a fphase circuit. The decoder accepts
a 16-bit binary vectorl§[15:0]) which contains coded information about the availabil-
ity of registers in the register bank of the microprocedsarinstance, a one in th¢h

position of the input vector means that tktl register must be processed. The output

from the register destination decoder includes:
1) the fourbit address of the least significant ‘one’ in the input ved®®{8:0]);
2) an active high outpuR(15) which indicates that the output address is ‘15’;

3) an active low outputn(TRM) which indicates that the output register address contains

the address of the most significant ‘one’ in the input vector

Rin Ain In[15:0]

Rd[3:0]
En DC

CIr[15:0]

o

Cdn ]\1

In[15:0] Clr[15:0
Cdn [15:0] [15:0]

RSReg
:)3 DG Load RS[15:0]
ao
o)
[ C3 RS[15:0]
V + PenC

o TRM nR15 nRd[3:0]
Cdn
Q D
q NS
1 DFE nRd[3:0]
De Reg

‘ nTRM R15  Rd[3:0]
2

—+

Aout Rout nTRM R15 Rd[3:0]

Figure5.15: AMULET?2 register destination decoder
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Initially, the control inputs and outputs of the decoder are reset and all the C-elements
are in zero states. Thobear down signal Cdn) is set to low to reset the RS latches of

registerRSReg and to reset the output of the asymmetric C-elei@2nt

When theCdn input is high and the input data is stable onlthmputs of the decoder
theRin signal goes high. As a result, the output of the NAND gate is reset, setting the D-
type flip-flop to state zero and loading the input vector into regiSieeg. A rising sig-

nal from the NAND gate is delayed for long enough for the data stored in ré&R§iBesy

to be processed by the priority encodeenC) and then stored into the latches of the
output registerReg). When the output of the symmetric C-elem€fithas been set to

high theload signal of registeRSReg is reset, indicating the completion of the loading

of the input vector

Figure 5.16a illustrates a gate level implementation of the RS latch which is used in
RSReg. The NOR gates are configured to operate as a conventional RS latch with an
active low reset inputddn). The RS flip-flop is set to high when both theandLoad
signals are high. The state of the RS flip-flop can be changed to zero by se@ing its
input to high.

When the output o2 goes to high:
» arising event is generated on Raut output of the register destination decoder;
 the latches of registéteg are closed (thBe input is reset);

 the data from th&RM output ofPenC is latched in the master latch of the D flip-flop;

Cdn
Clr >o \

Clr 5 out
i

n out Load .

Load Cdn

a) b)

Figure5.16: Gate-level implementations of the RSlatch using: a) a
conventional RSlatch; b) a symmetric C-element
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« the address decodd() is enabled (ifEn=0 the outputs of DC are held at zero).

The outputs oReg can be read by the environment. Concurretiy address stored in
registerReg is decoded bYC and sent to the inputs of regisi8Reg. Thus, the least
significant ‘one’ of the vector stored RBReg is cleared. The modified vector is sent to
the priority encodePenC. When a rising event is received at Awit input of the regis-
ter destination decoder the output of the NOR Nlatd. is reset, settin§2 to state zero,
and the address of the least significant ‘one’ is stored in regaggiDe=1). The Rout
output is reset and the outputNdr2 is set to high. The address decod€ris disabled
and the master latch of the D flip-flop is opened, storing the data frofRkheutput of

PenC in its memory

When theAout signal returns to zero the output@? is set to high and the procedure
described above is repeated until only one RS latch of reiSReg is in state one.

Then theTRM output ofPenC is set to high. The state of the D flip-flop is changed to

one by a rising event generated onRoet output. As a result, whefout=1 the output

of C2 is reset Rout=0) and the output dlor2 goes high, setting the output ©8 to

high. Thus, théin signal goes high. Once tRin signal has returned to ze@d goes to

state zero, resetting the output@8. When all the control signals have been reset the
register destination decoder accepts new data and repeats the sequence of events

described above.

5.8.2 Design for testability

The detection of stuck-at faults in the register destination decoder is not a trivial task
because of its sequential properties. The scan test technique described in this chapter can
be used to reduce the test complexity of the decéaerinstance, the latches ieég

(the outputs of which are coupled to the inputs of the address decoder) can be replaced
by scan latches (see Figure 5.4). Thus, the inpuiCofan be controllable through the

scan latches which are connected into one scan rediseisequential function of the

RS latches oRSReg can be converted into a combinational one using the following cir-

cuit modification.
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Table 5.4: Sate tables for a conventional RSlatch and the C-element performed its

function
. RS latch designed
Inputs RS latch designed from NAND Muller C-element
from NOR gates
gates
R S Qt Q Q
0 0 Q1 - Qt1
0 1 1 1 1
1 0 0 0 0
1 1 Q1 Qt1

RS latch implementation

Figure 5.16b shows the RS latch of regif®®Reg implemented using a symmetric C-
element. The C-element is reset by an active@ow signal. The operational properties

of such an RS latch are equivalent to these of the latch illustrated in Figure 5.16a.

Table 5.4 shows the state tables for a conventional RS latch (designed from both NOR
and NAND gates) and the C-element performing the same function. In both RS latch
implementations there are illegal input combinations which make the behaviour of the
latch unpredictable. The implementation of the RS latch using the symmetric C-element
does not have any illegal input combinations. Howeaeimple analysis of the behav-

iour of the C-element which operates as an RS latch shows that the C-element imposes
certain limitations on its input transitions. Suppose botiRthadsS inputs were previ-

ously set to high or lowThen the changing of the inputs to low or high at nearly the
same time causes opposite signal transitions on the inputs of the C-elements. Thus, the

next state of the C-element depends on how fast a particular input transition completes.

According to the specification of the register destination decoder the inputs to the RS
latch are not changed at the same time. Hence, the circuit shown in Figure 5.16a can be

replaced by the one in Figure 5.16b.

Figure 5.17 illustrates a CMOS implementation of the symmetric C-element with an

active low reset signalgn). When theCdn signal is high this C-element operates in a
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Figure5.17: CMOSimplementation of the symmetric C-element with an active
low reset input

similar way to the pseudo-static C-element (see Figure 4.1d). WheTdthimput is

reset thep transistor stacks are configured so that if one of the inputs is low the output of
the circuit is reset. As a result, the C-element operates as an AND gate with an output
delay as shown in Figure 5.17. Note that the design of the C-element shown in Figure
5.17 can be derived easily from the testable C-element implementation illustrated in

Figure 4.2.

Thus, the use of the C-element (in Figure 5.17) in the RS latch design allows register
RSReg to be transformed into a set of AND gates reducing the test complexity of the
register destination decodém addition, the problem of detecting stuck-at-0 faults in the
feedback wires of the RS latch (in Figure 5.16a) which convert its static function into a

dynamic one no longer exists.

Testing for stuck-at faults

Figure 5.18 illustrates a scan testable implementation of the AMULET2 register destina-
tion decoderln this design, registd®eg (see Figure 5.15) is replaced by regiSign-

Reg with scan latches the implementation of which is illustrated in Figure 5.5 (the latch
control block is not shown). The latches with outguitBM andR15 are built from the
single-phase static latch shown in Figure 5.3 since their outputs do not stimulate the

inputs ofDC.
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Single stuck-at faults in the testable structure of the register destination decoder can be

divided into two groups:

1. Stuck-at faultsin the data paths.

2. Stuck-at faultsin the control circuit.

The decoder can operate in normal operation (Tst=0) and test mode (Tst=1). In normal

operation mode the circuit shown in Figure 5.18 operates in the same way as was

described in section 5.8.1. In test mode the register destination decoder istested for most

stuck-at faults in its data and control paths. The testing for faults in normal operation

mode is necessary to guarantee that extra logic elements (such as Nor3, And2, Or1 and

Or2) incorporated into the original design of the register destination decoder are fault-

Sc

free.
Rin Ain Tst In[15:0]
A
Rd[3:0]
"—_’._ wm  DC
w CIr[15:0]
Cdn ‘ g MOS0 CilIs0)
i RSReg
@ @_ Load RS[15:0]
o
@] |
'—\
L C3 Y RS[15:0]
Y + PenC
a TRM nR15 nRd[3:0]
Cdn
o) (o(? Sin
d DFF nRd[3:0] Sin
ScanReg  scfa—
‘ r?‘l?RM R15 Rd[3:0] Sout
)
c2) l
—* v
Aout Rout nTRM R15 Rd[3:0] Sout

Figure 5.18: AMULET?2 register destination decoder with scan features
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Testing the register destination decoder in normal operation mode.
1. The circuit is reset and the Boole®st is set to low

2. Atest of all ones is applied to theinputs of the circuit. As a result, the circuit per-
forms 16 handshakes along its output channel clearing ‘ones’ in the vector stored in

registerRSReg. The outputs from regist&canReg are read by the environment.

3. OnceR15 is high and thdRout signal has set to high (the latchesSoédnReg are
closed) the outputs dcanReg can be read by shifting its contents out to $het

output. Concurrentlya new test vector is shifted into registeanReg.

4. When the test has been shifted into regiStanReg the circuit is set to test mode by
setting the Booleast to high. Thus, the test stored in the latcheSaaihReg is
applied to the inputs dC. The Rd outputs ofScanReg remain unchanged regardless
of thenRd inputs and th®e input (see Figure 5.4).

5. When the control inputs and outputs of the register destination decoder have been

returned to zero it is tested in test mode.
Testing the register destination decoder in test mode.

1. In test mode address decod2C is enabled (the output ®or3 is low), register
RSReg is set tdoad mode (thdoad input is set to high) and its C-elements operate as
two-input AND gates (the output @ihd2 is reset). Note that the data input of the D
flip-flop is set to high permanently which allows only one handshake to be completed

on both the input and output channels.

2. When a test vector has been applied to Ithenputs of the register destination
decoderRin goes high, resetting the D flip-flop and setting the outp@2ab high.
As a resultRout goes high, the state of the D flip-flop is changed to one and the test
responses from the combinational circuit combine®@8y AND gates oRSReg and
PenC are latched irscanReg.
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3. The Boolean Tst is reset and the contents of the scan latches of ScanReg are shifted
out while a new test vector is shifted in. Note that the contents of ScanReg can be
read directly from its outputs nTRM, R15 and Rd[3:0].

4. When the test has been shifted in ScanReg the Boolean Tst is set to high and a hand-
shake along the output channel of the circuit can be completed.

5. Once all the control signals of the register destination decoder have been reset a new

test can be applied to its In inputs.

A set of 47 test patterns for the united combinational circuit has been obtained with the
help of automatic test generation program tools developed at Virginia Polytechnic Insti-
tute [LeeTR93].

A fault ssmulation analysis carried out using the SMIC fault simulator revealed that al
single stuck-at faults in the data paths and most stuck-at faults in the control circuit can
be detected during the testing of the register destination decoder in normal and test

modes.

Stuck-at-1 faults on the asymmetric inputs of the C-elements C2 and C3 cause prema-
ture rising events on their outputs. These faults can be detected by converting the asym-
metric C-elements into symmetric ones using the technique described in section 5.7. An
extra control input (TCel) is required to switch the operation modes of the testable C-
elements. If TCel=0 the C-elements operate as asymmetric ones, otherwise they operate

as symmetric C-elements.

Thetest algorithm for detecting stuck-at-1 faults on the inputs of C2 can be described as

follows:
1. Reset the register destination decoder. Tst=0.

2. TCel=1. C2 and C3 operate as symmetric C-elements.
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3. Rint. As a result, the output &2 is set to high anBout goes high. The state of the
D flip-flop is changed to one since theM output ofPenC is set to high by applying

the appropriate test on theinputs.

4. Rin, andAoutt. The output ofc2 is reset if there are no stuck-at-1 faults on its inputs

and remains high in the presence of these faults.

Stuck-at-1 faults on the asymmetric inputs€G3fcan be tested using the following test

algorithm:
1. Reset the register destination decodsr0.

2. TCd is set to low Thus, C-element€2 and C3 operate as the asymmetric C-ele-

ments.

3. Rint. The state o2 is changed to one. The output of the D flip-flop is set to high
since thelTRM output ofPenC is set to high by applying the appropriate test orrthe

inputs.
4. Aoutt. The state o€2 is changed to zero arint .
5. TCel=1. HenceC2 andC3 operate as the symmetric C-elements.
6. Riny

7. Rint. The state of the D flip-flop is set to zero, resetting the outpdB.0f his is pos-
sible because a rising signal from the outputmdl is delayed for long enough for
the D flip-flop andC3 to change their states. In the presence of stuck-at-1 faults on

the inputs ofC3 the Ain output remains high, otherwise the output is reset.

Note that the operation modes of the C-elem€&g@tandC3 can be tested easily since if
they act as symmetric C-elements the register destination decoder halts in normal opera-
tion mode. If the C-elements act as asymmetric C-elements during the test this can be

identified by a changed order of events on the control lines of the decoder
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5.8.3 Cost comparisons

The AMULET?2 register destination decoder and its testable version have been imple-
mented in CMOS technology on auh double layer metal processalile 5.5 shows

cost comparisons of the AMULET2 register destination decoder without and with testa-
bility features. The performance and dynamic power dissipation have been estimated for
both designs in their normal operation modes with the heJp\ifC design verification

tools. The performance has been measured by applying a set of 16-bit vectors each of
them containing 15 ‘zeros’ and a ‘one’. As a result, the decoder processes each input

vector by completing one handshake along its input and output channels.

Table 5.5 shows that the testable register destination decoder demonstrates 8% perform-
ance degradation and% area overhead compared to the original design without testa-

bility. The power dissipation of the testable design has increased slightly

Table 5.5: Cost comparisons for the AMULET2 register destination decoder designs

. Power con-
Performancein sumption in
. normal opera-| PD? Area, AOP P
Design tion mode % ' 5 > % '’ | normal opera-
nsftest ’ 0 x10 ~mm 0 tion mode,
nJ/test
Without testability 255 n/a 14.6 n/a 33.8
With scan features 27.7 8% 16.2 11% 35.1

a. PD is the performance degradation;
b. AO is the area overhead.

5.9 Summary

The scan test technique presented in this chapter supports testing for stuck-at and delay
faults in two-phase and foghase micropipelines and asynchronous sequential circuits
based on the micropipeline design style. The internal inputs and outputs of the process-
ing logic blocks are fully controllable and observable through the scan path. The test
patterns are scanned in and the test results are shifted out from the stage registers, uni-

fied into one shift registelhe scan path of the testable micropipeline is controlled by
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the scan test control blockw® implementations of the scan test control blocks which
follow two different communication protocols have been presented. The universal struc-
tures of the scan test control blocks allow them to be adapted for arranging either a
global asynchronous shifting of the test data betwedaréift parts of the chip or a

local scan path within a particular block.

Testing for stuck-at faults in the control part of the two-phase micropipeline is easier
than for the fouphase micropipeline. The use of asymmetric C-elements irpftage
micropipelines creates the potential danger of premature firing, the detection of which is
not trivial. Stuck-at faults which cause premature firings in the control part of the four
phase micropipeline can be detected either by converting asymmetric C-elements into

symmetric ones or by checking the order of events on the control wires.

The proposed testable micropipeline structure greatly simplifies the testing of micropi-
pelines by reducing the test complexity to that of the processing logic. The overall over-
head can be estimated only for a particular case since it depends on the complexity of

the processing logic and the chosen signalling protocol.

A case study of the AMULET?2 register destination decoder has demonstrated the practi-
cal feasibility of the scan test technique presented in this chiptas been shown how

a symmetric C-element can be used to perform the function of an RS latch. The pro-
posed implementation of the C-element with a reset input allows it to be transformed
into an AND gate, making the testing of the register destination decoder €hasiscan
testable design of the register destination decoder exhibits low area overhead and per-

formance degradation.
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Chapter 6 : Design for Random
Pattern Testability of
Asynchronous Circuits

Although DFT methods give test engineers a great opportunity to simplify the testing of
VLSI designs, test generation and fault simulation costs are i@l &ard are rising with

the increasing complexity of VLSI devices. As a result, randomn(ore correctly
pseudo-random) testing (see Appendix A) becomes a viable alternative for testing VLSI

circuits for at least two reasons:

» Algorithmic test generation methods for modern VLSI circuits are becoming too
expensive in terms of computational time. The use of pseudo-random pattern genera-
tors (PRPG) for the testing of VLSI circuits does not require any special properties

from the circuit under test except that it does not have illegal input combinations.
* Itis possible to build VLSI structures with BIST features (see Appendix B).

In this chapter two-phase and fepltase designs of sequential circuits for random pat-

tern testability and a micropipeline structure with BIST features are considered.

6.1 Asynchronous pseudo-random pattern generator and
signature analyser designs

Clearly, both the pseudo-random pattern geneyatbich is used to generate stimulus
for the circuit under test, and the signature analygieich collects the test results, must
operate asynchronously following the signalling protocol of the test object. The designs

of the asynchronous pseudo-random generator and signature analyser can be imple-
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Figure 6.1: Asynchronous a) pseudo-random pattern generator; b) signature
analyser based on a synchronous LFSR

mented using the corresponding synchronous LFSR and signature analyser described in
Appendix A. Figures 6.1a and 6.1b illustrate the design of an asynchronous LFSR and
signature analyser respectiveBoth the synchronous LFSR in Figure 6.1a and the syn-
chronous signature analyser in Figure 6.1b are clocked by the latch control circuits
which can follow either two-phase or fephase signalling. The two-phase latch control
circuit can be implemented using the circuit shown in Figure 5.1. An example of the
four-phase latch control circuit is shown Figure 6.2. Riresignal is bufiered to guar-

antee the required drive strength of the clock sigdld) ( The Rout andAout signals or

the Rin andAin signals in the latch control circuits of the asynchronous signature ana-
lyser or LFSR can be used by the environment to calculate the number of test vectors

applied to the circuit under test respectively

Note that the synchronous LFSR and a signature analyser are built using shift registers
with masterslave flip-flops. This allows two dédrent data latching schemes to be used
in four-phase signalling. According to the first data latching scheme the input data must

be stable befor&n goes high untilAout is set to high. In the second data latching

Rin b

Airl Aout

Clk
Rout

Figure 6.2: Four-phase latch control
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scheme the input data must be stable until a handshake is completed along tiReninput (
andAin control wires) and output channeRo(t and Aout control wires), i.e., all the
control signals are returned to zero. In contrast the two-phase latch control circuit allows
the input data to be changed on the inputs of the signature analyser when a rising or fall-
ing event is generated on tReut output (the clock signallk has already returned to

zero).

Consider the circuit shown in Figure 6.2. WHin goes high setting the clock to high

the data is latched in the master latches of the register whereas the slave latches are
transparent. As a result, a new vector is produced on the outputs of the shift.register
When theRin signal is returned to zero the master latches of the register are transparent
whereas the slave latches are opaque. As a consequence, the outputs of the shift register
remain unchanged. Since the LFSR (see Figure 6.1a) does not have inputs it can be used
in both data latching schemes. Cleaitlys important for the signature analyser (see Fig-

ure 6.1b) to have its input data stable only beRiregoes high. Thus, the input data can

be changed on the inputs of the signature analyser eitheAatiers set to high (the

first data latching scheme) or after the completion of a handshake along its control chan-

nels (the second data latching scheme).

An asynchronous pseudo-random pattern generator and signature analyser can be imple-
mented as handshake circuits. Since the generator and signature analyser themselves are
built using the LFSR their handshake implementations are similar to the design of the
handshake storage element illustrated in Figure 1.8d. The pseudo-random generator can
be built either as an autonomous block (see Figure 6.3a) or request-driven handshake
circuit (see Figure 6.3b). The outputs of the signature analyser depend on its inputs and
the initial seed of its LFSR. As a result, the handshake implementation of the signature
analyser must be built as a request-driven block (see Figure 6.3c). Note that initializa-
tion signals for the LFSRs of the generator and signature analyser are not shown in Fig-
ure 6.3.

The autonomous generator shown in Figure 6.3a starts to perform after the activation of

its activation channel. When the sequencer has completed a handshake along its left
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Figure 6.3: Handshake implementations of the a) autonomous; b) request-driven
pseudo-random pattern generators; and c) the signature analyser

channel a new vector is ready on the outputs of the LFSR. As a result, the transferer is
triggered by arequest along the right channel of the sequencer fetching the data from the
outputs of the LFSR and generating a request for the test object. The circuit under test
accepts the test vector by completing a handshake along the output channel of the gener-
ator. Afterwards the generator produces a new pseudo-random vector on the outputs of
the LFSR and activates its output channel. The request-driven generator illustrated in
Figure 6.3b produces a new test vector only when its control channel is activated by the
circuit under test. Compared to the request-driven generator the use of the autonomous
pseudo-random generator is more effective in terms of performance since it actsin par-
allel with the circuit under test. The signature analyser shown in Figure 6.3c is arequest-
driven handshake circuit which is activated when the input data is stable and its control
channel is triggered by the circuit under test. The transferer is used to transmit interme-
diate signatures from the outputs of the four-phase signature analyser (SA) to the envi-

ronment and count the number of tests applied to the inputs of the test object. Note that
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a) b)

Figure 6.4: Random test interface using a) the autonomous generator; b) the
request-driven generator
the signature analyser uses the second data latching mechanism where the input data is
changed on the inputs of the four-phase signature analyser after completing a handshake

along its | eft passive channel.

Figure 6.4 illustrates the random test interface using the autonomous (see Figure 6.4a)
and the request-driven pseudo-random pattern generator (see Figure 6.4b). The random
testing procedure is started by setting the globa start signal (L) to high. When the
autonomous generator is used the generator (GN) and the circuit under test (CT) operate
in parallel (see Figure 6.4) and their operation is synchronized using a handshake ele-
ment called passivator [FarnTR96].

An implementation of the passivator is shown in Figure 6.5. When channel aisready to
pass the data (the request signal a, is high) and channel b is ready to accept the input
data (the request by is set to high) the state of the symmetric element is changed to one
setting the acknowledge signals a, and by, to high. The transmission of the data is com-
pleted by resetting the request signals along channels a and b. Note that both ports of the

passivator are passive.

The use of the request-driven generator (see Figure 6.4b) does not require the passivator
since the operation of the generator and signature analyser is controlled by the circuit
under test. Note that the request-driven generator has one passive port. The number of
random test vectors applied to the inputs of the test object is equal to the number of
a, a,
a C b :> b, ba
Dataln DataOut

| )

Figure 6.5: An implementation of the passivator
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Table 6.1: Sate sequence of the 2-bit PRPG

State | Qp | Q1 | Q | Q3 | To | T, | State | Qp | Q1 | Q2 | Q5 | To | Ty

0 0 0 0 0 0 9 1 0 1 0 0 0
1 1 0 0 0 0 0 10 1 1 0 1 1 1
2 0 1 0 0 1 0 11 1 1 1 0 1 0
3 0 0 1 0 0 0 12 1 1 1 1 1 1
4 1 0 0 1 0 1 13 0 1 1 1 1 1
5 1 1 0 0 1 0 14 0 0 1 1 0 1
6 0 1 1 0 1 0 15 0 0 0 1 0 1
7 1 0 1 1 0 1 16 0 0 0 0 0 0
8 0 1 0 1 1 1 17 1 0 0 0 0 0

requests generated on the output channel (Sgn) of the signature arrsitgsethe
required number of handshakes along chaSgethe signature produced on the output
of the signature analyser is compared with the good one. If they are equal, the circuit is

fault-free, otherwise it is faulty

As was mentioned in Appendix A an LFSR can be designed to generate all possible
binary vectors on its outputs. Figure A.2b illustrates an implementation of the 4-bit syn-
chronous LFSR which goes through all 16 possible states including the ‘all zeros’ state.

The output sequence of this LFSR has the following unique property:

All possible pairs of 2-bit binary vectors can be found sequentially on the odd or even

outputs of the LFSR [Pet94].

Table 6.1 contains the states of the 4-bit LFSR shown in Figure A.2b. Colynansl

T, repeat the output®; andQs respectivelyAfter the period of the LFSR all the possi-

ble combinations of 2-bit vectors can be found easily in the 2-bit output sequence com-
pound by column3; andT,. For instance, the combinationd: 11, 11 01, 1L 10, 1L 00

can be found in this sequence.

Lemma 6.1. Let the pseudo-random pattern generator be built usingktken )-bit
LFSR which goes through all possible binary states. Ekshyoutput of the LFSR is
used as an output of the generator so that it has exemtiputs. All possible combina-

tions of anyk n-bit binary vectors chosen sequentially can be found in the output
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Figure 6.6: Mechanisms for generating pseudo-random vectors using a) even and
b) odd outputs of the LFSR

sequence of the pseudo-random pattern generator after it has passed through all its

states.

Proof. The prove of this Lemma is trivial fer1 since the LFSR is assumed to produce

all possible k x n)-bit binary vectors on its outputs.
Let us prove this Lemma whérr2. Hence, the LFSR has Butputs.

Let the even outputs of the LFSR be the outputs of the gendfagore 6.6a shows the
mechanism for generating pseudo-random vectors on the even outputs of the LFSR. Let
us choose a certain pairmbit vectors. The first vector from this pair of vectors is read
directly from the even outputs of the LFSR after the application of a clock signal at time

t (see Figure 6.6). Since the LFSR acts as a shift register the second vector is shifted
from its odd outputs after it is clocked at titrel. As a result, there is a unique-l2it

vector which must be generated by the LFSR in order to produce the required pair of
vectors. Since the LFSR can go through all possaBTek states the required vector can

be derived. This proof can be repeated for any other pairbibfvectors.

The mechanism for generating pseudo-random vectors on the odd outputs of the LFSR
is illustrated in Figure 6.6b. Let us fix a certain painddit vectors. The first vector
from this pair is produced on the odd outputs of the LFSR atttiAfeer the application

of the next clock the contents of the even flip-flops of the LFSR are shifted into the odd

1. The idea of this proof was suggested by Prof. John Brzozowski in private discussions on this
topic.
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ones (see Figure 6.6b) producing the second vethar content of the first output is
derived by XORing the outputs of some flip-flops including the last one. Note that the
number of inputs of the XOR gate and the flip-flops which feed its inputs depend on the
derivation polynomial of the LFSR. Regardless the outputs of those flip-flops which are
connected to the inputs of the XOR gate the content of the first flip-flop can be inverted
(when the output of the last flip-flop is a one) or can be unchanged (when the output of
the last flip-flop is a zero). As a result, there is a unique state of the LFSR which allows

the required pair of vectors to be generated on its odd outputs.
A similar proof can be continued easily for domore than 2. [

This property of the LFSR will be used to design of a micropipeline with BIST features

(see section 6.7).

6.2  Sequential circuit designs

The two-phase and foyphase designs of a asynchronous sequential circuit were dis-
cussed in chapter 5. The use of normally closed regiReglsandReg?2 is preferable

for scan testing since the contents of the state registers can be observed and controlled
along a scan path. If the test data is not shifted in and out of the state registBeg2hen

can be transparent initialbAs a result, the sequential circuit latch control is faster than

the control of the circuit with normally closed state registers. There is no need to open
the latches oReg2 every time the data is ready on the outputs of the combinational cir-
cuit. The data from th80 outputs of the combinational circuit is already storeRag?

when a rising event is generated onRoet output. Note that the latch control of regis-
tersRegl andReg2 for the two-phase sequential circuit shown in Figure 5.9 assumes

that both the registers are closed initially

Figure 6.7 shows the design of a f@irase sequential circuit with the normally closed
Regl and the normally transpareReg2. Initially, all C-elements are reset. The latches
of Regl are set to their initial states. When a rising signal arrives &ithiaput the out-

put of the C-elemer€1 goes high. This rising signal is delayed for long enough for the
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Figure 6.7: Four-phase sequential circuit with the normally closed Regl and the
normally transparent Reg2

data on the PO outputs to stabilise and the data from the SO outputs to be stored in Reg2.
As aresult, the output of the asymmetric C-element C2 is set to high latching the data
from the SO outputs of the combinational circuit in Reg2. Once the data is latched in
Reg2 arising event is produced on the Rout output. When the output data has been read
by the environment arising event is produced on the Aout input. The state of the asym-
metric C-element C3 is changed to one. Thus, the latches of Regl become transparent
storing the input data in their memory. When the data has been stored in register Regl
the Ain signal goes high.

Note that when Rout goes high the data from the PO outputs must be latched by the
environment. Thisis because arising event on the Aout input causes the latches of Regl
to be transparent changing the S inputs of the combinational circuit. Thus, the PO out-
puts of the combinational circuit can be changed before the Rout and Ain signals are

reset.

Once the Rin signal has returned to zero the output of C1 isreset. As aresult, the output
of C3isreset closing the latches of Regl. When the data has latched in Regl the Ain sig-
nal is returned to zero enabling the output of C2 to be reset. If both inputs of C2 are reset
its state is changed to zero making the latches of Reg2 transparent. As a result, Rout
goes low. When the Aout signal has returned to zero the sequentia circuit is ready to
accept new data and the sequence of events described above is repeated.
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6.3 Parallel random testing of sequential circuits

6.3.1 Probabilistic properties of an XOR gate

It has already been reported that a 2-input XOR gate can be used to improve the effec-
tiveness of the random testing of synchronous VLS circuits [Rom89, Souf95].

Consider the XOR gate with two inputs (a and b) and output ¢ shown in Figure 3.2. Let
p, and py, be the probabilities of a one and zero on input a and b respectively. Suppose
that there is no correlation between inputs a and b. Then, according to equation 3.6 the

probability of aone (p) on output ¢ of the XOR gate can be calculated as follows:

Pc = Pat Pb - 2PaPp (6.1)

Itis easy to show that if p;=0.5 in equation (6.1) then p.=p,=0.5 regardless of the value
of pp. This probabilistic property of the XOR gate can be described as follows.

If independent and equiprobable random signals are applied to one of the two inputs of
the XOR gate then:

1. The output signals produced by the gate are equiprobable.

2. The probabilistic properties of the output sequence do not depend on the probabilistic
properties of the input sequence applied to the other input.

Clearly, a fault effect can be transmitted easily through the XOR gate since any faulty

signal applied to one of itsinputs changes its fault-free output.

6.3.2 Sequential circuit designs for random-pattern testability

The probabilistic properties of the XOR gate can be used for at-speed random testing of
synchronous sequential circuits [Souf95]. In this section asynchronous designs for ran-

dom-pattern testability of sequential circuits are considered.
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Figure 6.8: Two-phase sequential circuit with parallel random testing

Figures 6.8 and 6.9 show the designs of two-phase angli@se random pattern testa-
ble sequential circuits. The block of XOR gates performs a bit-wise XOR operation
between th&O outputs of the combinational circuit and additional test inputs (TI). The

outputs of the XOR block are connected to the inpuiReg® and test outputs Q).

During normal operation mode tA& inputs are kept at zero and the sequential circuit

operates according to its specification.

In test mode test vectors generated by the pseudo-random generator are appliEd to the

inputs and thé! inputs. The test results are observed orP@eandTO outputs by the
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Figure 6.9: Four-phase sequential circuit with parallel random testing
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signature analyseiNote that vectors produced by the pseudo-random generator are
equiprobable and independent. Thus, according to the probabilistic properties of the
XOR gate the output vectors produced by the XOR block are equiprobable and inde-
pendent of the probabilistic properties of 8@ outputs. As a result, equiprobable and
independent stimuli are applied to the inputRed2 and fault efiects from theSO out-

puts can be detected on th@® outputs. After the application of each pseudo-random
test to thePl inputs of the sequential circuit the combinational circuit and regiRegys

and Reg2 are tested concurrentlyhis random testing procedure is called ‘parallel’
because random test patterns are applied 8ltaadS inputs of the combinational cir-

cuit in parallel.

Stuck-at faults on the inputs and outputdRedl andReg2 are equivalent to the corre-
sponding faults on th& inputs of the combinational circuit. Stuck-at faults on the
inputs of the XOR block can be easily detected onltbeutputs. As a consequence,

the total test time for detecting stuck-at faults in the data paths of the sequential circuits
(see Figure 6.8 and 6.9) is determined by the random test time of their combinational

circuits.

Number of random patterns required for testing combinational
circuits

There are two important characteristics of random testing:

» the number of patterns which must be produced by the test pattern generator to pro-

duce the desired set of test vectors;

 the probability of detecting all possible faults from the predetermined class of the cir-

cuit’s faults.

The first parameter reflects the practical usability of random testing or simply the ran-
dom pattern testability of the circuit. The second parameter is a characteristic of the

quality of random testing.

Page 138



s e

Suppose that to detect all the stuck-at faults in the predetermined set of the combina-
tional networks stuck-at faults it is necessary to generate o iisputs (N=n+m,
wheren andm are the number dl andPI inputs to the combinational circuit respec-

tively) a random test of length

The test confidence probability threshofa)(is the probability that all the stuck-at
faults in the circuit will be detected during its random testing. The escape probability
threshold of the testy( = 1—p,) is the probability that at least one stuck-at fault from

the predetermined set of faults will not be identified.

Thus, the upper bound on the number of random test pattgragglied to the inputs of
the combinational circuit can be estimated using the following formula [Savir84,

Wag87]:

In (qt/r)

2 m, (6.2)

wherepy is the minimal detection probability of a fault from the set of the ciscuit’

faults;r is the number of faults which have the minimal detection probapjity

Testing for faults in the control circuits

As was shown in chapters 1 and 5 stuck-at faults on the control lines of the two-phase
sequential circuit illustrated in Figure 6.8 are easy to detect since they cause the circuit

to halt. These faults are detected either in normal operation mode or test mode.

Most stuck-at faults on the control lines in the fphase sequential circuit shown in
Figure 6.9 violate the communication protocol between the circuit and the environment
causing the circuit to halt. There are some faults which can cause premature firings. For
example, fault 1-SAQO causes a premature falling event on the outpt Bault 2-SA1

causes a premature rising event on the outpGBof

Fault 1-SAO cannot be detected by checking the order of events on the control inputs

and the outputs of the circuit. This fault can be detected in test mode by converting the
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Figure 6.10: Asymmetric C-element: a) symbol; b) CMOS implementation; c)
testable CMOS implementation

asymmetric C-element C2 into a symmetric one as shown in Figure 6.10. The symbolic
representation of the C-element C2 and its CMOS implementation areillustrated in Fig-
ure 6.10a and 6.10b respectively. When inputs Inl and In2 are low the p-transistor stack
ison and the output of the C-element is reset. If In1=1 the output of the C-element goes
high. When 1n1=0 and In2=1 the state of the C-element remains unchanged. Figure
6.10c illustrates a CM OS implementation of the C-element which can operate as a sym-

metric C-element (Tst=0) and the asymmetric one (Tst=1) shown in Figure 6.10b.

After theinitialization of all control wires C2 is set to test mode (Tst=0) when it operates
as the symmetric C-element. In the fault-free circuit, when the Rin and Aout inputs are
set to high the Ain and Rout signals go high. In the presence of fault 1-SAO the output of
C2 cannot be set to high. Thus, the Rout output remains unchanged, i.e. Rout=0. In order
to check if C2 acts as the symmetric or asymmetric C-element the Rin signal must be set
to high after the initialization of the circuit. If Rout goes high C2 operates as the asym-

metric C-element, otherwise it acts as the symmetric one.

Fault 2-SA 1 can be detected easily since it violates the order of events on the inputs and
outputs of the circuit. After the initialization the Rin signal is set to high. In the presence
of fault 2-SA1 the output of C3 is set to high. As a result, Ain goes high whereas this
must happen only after setting the Aout input to high.
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6.3.3 Analysis of the parallel random testing technique

Advantages

* The implementation of the parallel random testing technique does not require the

control structure of the sequential circuit to be changed.

» The total test time depends of the random test time of the combinational logic block

and can be calculated easily

» The sequential circuit is tested at its normal speed which allowge amber of

random test vectors to be applied to the inputs of its combinational circuit.

Disadvantages

» The parallel random testing technique requiregtra test inputs anuextra test out-

puts, wheren is the number of th80 outputs.

» The technique introduces a certain level of hardware redundancy which includes the
block of two-input XOR gates, the pseudo-random generator and the signature ana-

lyser incorporated into the testable circuit design.

* The block of XOR gates in the feedback of the sequential circuit requires the intro-

duction of an extra delay matching signal delays through the XOR gates.

6.4  Bit-serial random testing of sequential circuits

The general idea for alleviating the test problem of asynchronous sequential circuit
shown in Figures 5.9 and 6.7 is common for all sequential circuits, i.e. during the test the
whole sequential circuit must be divided into a combinational part and memory ele-

ments which are tested separately
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6.4.1 Two-phase sequential circuit design

Figure 6.1 illustrates the design of a testable two-phase sequential circuit. This circuit
contains some additional elements such as a regiReg8)(for collecting the test data

from the SO outputs of the combinational circuit, a block of XOR gates to mix the test
data and the multiplexer to switch the data flow during the test phase. Also there are two

XOR gates, multiplexers and a toggle element to provide the proper control signalling.
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Figure 6.11: Two-phase sequential circuit with bit-serial random testing
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The sequential circuit performs in two modes (normal operation and test mode) which
are set by switching the Boolean signal on the operation mode @pDt There are

two additional pins@n andSout) inserted in the design to scan test patternsReatd

for stimulating thes inputs of the combinational circuit and scan its responses out dur-

ing the test.

Test mode

In test mode, the Boolean sigr@aM is set to high. The control part of the circuit shown

in Figure 6.1 is reconfigured to provide the desired asynchronous test control interface.
All the latches oRegl are set to their initial states whereas all the latch&egs, all

the C-elements and the toggle element are set to zero. The primary Pipuwit the
combinational circuit and th&n input of the circuit are connected to the outputs of the
two-phase pseudo-random generaidre responses from tiRO outputs of the combi-
national circuit and th8out output of the sequential circuit are compressed by the two-

phase signature analyser

A request signalRin) from the generator is delayed for long enough for the output data
to stabilize on the outputs of the combinational logic block. The data froSOtioeit-

puts of the combinational circuit is mixed with the output datRegB in the block of
two-input XOR gates. The outputs of the XOR gates come through the multiplexer to
the inputs oReg2 and are latched iReg2. After receiving an acknowledge signal from
Reg2, which is steered by the toggle element, the conteRegi is copied intaReg3.
When the data is captured Bgg3 it generates an acknowledge signal on its ouAplat

This signal causes the multiplexer to connect the firg) Most significant bits dRegl

and the scan-in inpu@in of the circuit to the inputs dReg2. Simultaneouslya request
signal is produced for the signature analyser orRtue output. The data from the out-
puts of the multiplexer is captured Bgg2 when a new request signal appears on its
request inpuReq (in fact, this is the acknowledge signal Reg3 which is delayed until

the multiplexer has switched). A new acknowledge signal fReg? is steered by the

toggle element and passes to the corresponding input of the symmetric C-element where
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Figure 6.12: The mechanismfor a) applying test patterns to the inputs of the CLB
and b) compressing the responses from the outputs of the CLB during the test

it waits for an acknowledge signal from the signature analy$er primary outputs of
the combinational circuit and the scan-out outpuRey3, which is actually theth bit
of Reg3, are collected by the signature analy&arce an acknowledge signal is received

on theAout input:
1) the content oReg2 is copied intdregl;
2) an acknowledge signal is sent to the generator

When the generator has finished producing a new test pattern, a new request signal is
generated on th&in input of the circuit and the test procedure described above is

repeated again.

Figure 6.12 illustrates the mechanism for applying random test patterns to the inputs of
the combinational circuit and compressing the responses from its outputs. The proce-

dure for applying test patterns (see Figure 6.12a) assumes that random tests are applied
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Figure 6.13: Compressing the test data from the internal outputs of the CLB: a) the
structure of the signature analyser; b) the equivalent schematic of the signature
analyser

both to thePl inputs of the combinational circuit and t&& input of the sequential cir-
cuit. During the test registefRegl andReg2 are configured to shift a new test bit to
Regl after receiving a request signal from the generat®a result, random test bits are

shifted inRegl bit-serially from theSn input of the circuit.

The process of collecting and compressing test data from the outputs of the combina-
tional circuit (see Figure 6.12b) consists of two parts. The first one includes the direct
analysis of the responses from #@© outputs of combinational circuit by means of the
external signature analysd@rhe second part is a signature analyser which compresses
the responses from tI#O outputs of the combinational circuit. Regist®eg2, Reg3

and the block of XOR gates are configured in such way that the current conteeg3 of

are mixed (with the help of the XOR operation) with a new response which is produced
on theSO outputs of the combinational circuit. The contentBaj3 are observed on its

n-th output.
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The signature analyser used for collecting the test data from the SO outputs of the com-
binational circuit is illustrated in Figure 6.13. The general structure of this signature
analyser (see Figure 6.13a) is similar to the structure of the BILBO signature analyser
(see Appendix B). The equivalent schematic of such a signature analyser (see Figure
6.13b) shows that the procedure for compressing the test data from the SO outputs of the
combinational circuit is similar to the XOR operation. After receiving each request sig-
nal (r) theinput bits are delayed for adifferent number of steps (request signals) depend-

ing on their position numbers and then X ORed.

Normal operation mode

In normal operation mode, the OM input of the sequential circuit is reset. The outputs of
the toggle element and the outputs of Reg3 are held at zero permanently. Initially, all the
C-elements are reset. The latches of Regl are set to their initial states. After receiving a
request signal at the Rin input from the sender data is processed by the sequential circuit

in the same way as was described for the circuit shown in Figure 5.9.

6.4.2 Four-phase sequential circuit design

Figure 6.14 shows the design of a four-phase sequential circuit with bit-serial random
testing. This circuit performs in two modes depending on the value applied to the
Boolean signal OM: test (OM=1) and normal operation mode (OM=0).

Test mode

In test mode the OM input is set to high and al C-elements are reset. The latches of
Regl are set to their initial states. The latches of Reg3 are reset. Note that registers Regl
and Reg3 are closed whereas the latches of Reg2 are transparent initially.

When atest vector has been applied to the Pl and Sn inputs by the four-phase pseudo-
random generator the Rin signal goes high setting the output of C1 to high. Thissignal is
delayed for long enough for the output data to stabilize on the PO and SO outputs of the
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combinational circuit. The datafrom the SO outputs are mixed with the contents of Reg3

in the block of XOR gates and sent through the multiplexer (MX1) to the inputs of Reg2

to be stored in its latches. The Y1 output of the control circuit (CC) goes high. Thissig-

nal is passed through the OR gate to the output of multiplexer MX2 closing the latches

of Reg2. Asaresult, the latches of Reg3 become transparent since the output of C4 is set

to high by arising signal produced on the acknowledge output of Reg2. A rising event

from the Ack output of Reg3 sets the Y2 output of CC to high and the output of C4 is

reset.
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Figure 6.14: Four-phase sequential circuit with bit-serial random testing
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The latches oReg3 become opaque storing in their memory a current signature of the
data produced on tH8D outputs of the combinational circuit. The mechanism for col-
lecting the data form th80 outputs was discussed in the previous section of this chap-

ter.

Note that a high signal from thé2 output of CC switches multiplexeMX1 so that it
connects thenfl) less significant outputs étegl and theSn input to the inputs of
Reg2. A falling signal from theAck output ofReg3 resets thérl output of CC making
the latches oReg?2 transparent. Afterwards a falling signal from ek output ofReg2
sets the output of5 to high. As a consequence, the latcheRea2 become opaque
again. Once théAck output ofReg2 is set to high the state 66 is changed to one pro-

ducing a rising event on thRout output of multiplexeMX3.

When the data form tHeO outputs and th&out output has been collected by the exter-
nal signature analyser tih®ut signal goes high. The output @8 is set to high making
the latches oRegl transparent. A rising signal from tiAek output ofRegl is passed to
the Ain output of the circuit. Once tHein signal is returned to zero the outputCifis
reset changing the state@©8 to zero. As a resulRegl is closed storing a new test vec-
tor which is applied to th8l inputs of the combinational circuit. The mechanism for
producing tests for th8 inputs of the combinational circuit is similar to that described

in the previous section of this chapter

The Y2 output of CC is reset changing the state @b to zero. The latches d?eg2

become transparent and a falling event is generated dwklwaitput ofReg2. Thus,C6

moves to the zero state resetting Roet output of the circuit. If théout input is reset

the sequential circuit is ready to accept a new test from the generator and the sequence

of events described above is repeated.

Normal operation mode

When the Boolean sign@M is low the sequential circuit performs in normal operation

mode. In the initial state all the C-elements are reset. The latcReglo&re set to their
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initial states. The output of the symmetric C-element of CC is kept high (see Figure
6.14) and the outputs of Reg3 are kept low during normal operation mode. When the
datais ready on the PI inputs and the Rin input is set to high the sequential circuit oper-

ates in the same manner as the circuit shown in Figure 6.7.

6.4.3 Analysis of the bit-serial random test technique

Advantages

The random pattern testable sequential circuits shown in Figures 6.11 and 6.14 have

some important features which simplify their random testing.

Complexity of the test procedure. During the test the combinational part of the sequen-
tial circuit is tested separately from the memory elements which makes the testing of the

circuit much easier.

Test performance. Compared to the scan test approach the bit-serial test procedure does
not require a test pattern to be scanned into the shift register before the testing and the
test data to be scanned out after the application of the test pattern. During the random
testing of the sequential circuits (see Figures 6.11 and 6.14), test patterns are produced
on the S inputs of their combinational circuits with the help of shifting the contents of
Regl by one hit. A new test bit isloaded from the generator after receiving arequest sig-
nal. The test data from the SO outputs of the combinational circuit is collected in Reg3
after the application of each new test pattern to the inputs of the combinational circuit.
There is no need to shift all the contents out of Reg3 after applying a new test pattern to
the inputs of the circuit (the test data is compressed and stored into register Reg3 and
observed on its n-th output after the application of each test pattern). In this case the ran-
dom pattern testing of such acircuit is approximately (n-1) times faster then atraditional

scan test method, where n is the number of latches of Regl.

Number of random test patterns. The analysis of the circuits illustrated in Figures 6.11

and 6.14 shows that the number of random test patterns required to detect all their single
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stuck-at faults in the data paths is equal to the number of test patterns for detecting all
the stuck-at faults in their combinational parts. This is because of the following proper-

ties:

« all the stuck-at faults on the inputs/outputs of regidRegd andReg2 are equivalent

to the corresponding faults on tBeinputs of the combinational logic block;

« all the stuck-at faults on the inputs/outputs of the block of XOR gateReg3dare
detected easily during the test of the combinational circuit (the circuitry which col-
lects the test data from the internal outputs of the combinational circuit (see Figure
6.13) is similar to the BILBO register);

The use of either equiprobable or weighted random test patterns. The bit-serial random
testing allows either equiprobable or weighted random test vectors to be applied to the

inputs of the combinational circuit during its testing.

Random testing using only equiprobable random test patterns is not always the optimal
test procedure for obtaining the minimal (or close to minimal) number of random test
patterns in order to guarantee the detection of all the cs@tiitk-at faults. In order to
reduce the number of random test patterns, special methods have been derived for
achieving optimal output signal probabilities for generators of weighted pseudo-random
test patterns [Agra76, ChinTR84,aWw89]. The upper bound for the random test length

L can be calculated using formula (6.2).

Disadvantages

Complex circuit control. Two-phase and foyphase implementations of the bit-serial
random testing technique require the initial control circuit of the corresponding sequen-
tial circuit to be changed. The introduction of extra elements into the control circuit can

make its testing more dicult.

A fault simulation analysis of the two-phase and fpliase control circuits was carried

out usingSIMIC design verification tools [Sim94]. It was observed that stuck-at faults
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on the control lines of the two-phase sequential circuit (see Figuty &4 easy to
detect since either they cause the circuit to halt or they change the data flow during the
test which can be identified easilyhere are some stuck-at faults in the two-phase con-
trol circuit (on the false inputs of the control multiplexers) which cannot be detected in
test mode. They will manifest themselves during normal operation mode by preventing

any activity on thdrout andAin outputs, hence causing the whole circuit to deadlock.

In the fourphase sequential circuit shown in Figure 6.14 most stuck-at faults on the con-
trol lines manifest themselves during the test by causing the circuit to halt. A stuck-at
fault on the control input d¥AX1 can be detected easily since it changes the data flow

during the test. Note that stuck-at faults on the control wires which are not involved in
test mode can only be identified during normal operation mode by causing the circuit to

halt.

The stuck-at faults which cause premature firings on the outp@2 ahdC3 can be

tested in the same manner described in section 6.3.2. Faults 1-SA1 and 2-SA1 cause pre-
mature rising events on the output@f. These faults can be detected by converting the
asymmetric C-element into a symmetric one using an additional control sjuag

shown in Figure 5.13. After the initialization the following sequence of steps can be

used to identify these faults:

1. OM=1.

2. Tst is set to highC4 operates as a symmetric C-element.

3. Rint

The Ack output ofReg2 goes high setting the output®4 to high. As a result, thé2
output of CC goes high.

3. Aoutt andRiny

The output ofC2 is reset.
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4. When the Ain output has reset OM=0.

The Multiplexer MX2 is switched connecting the output of C2 to the Req input of
Reg2. Thus, C4 goes to the zero state if it is fault-free and the output of C4 remains
unchanged in the presence of faults 1-SA1 and 2-SA1. Note that the output of C5 is
set to high.

5. OM=1.

Fault-free behaviour. The outputs of CC are reset. The Ack output of Reg2 goes high
changing the state of C6 to one. Afterwards, the output of C5 is reset and the output

of C6 isset to low. Asaresult, the Rout output goes high and then low.

Faulty behaviour. The outputs of CC remain unchanged (Y1=Y2=1). The output of
C6 is set to high and the Rout signal goes high.

The operation mode of the C-element C4 (symmetric or asymmetric) can be checked by
setting the sequential circuit in test mode and applying the sequence of events described

in section 6.4.2. If C4 operates as the symmetric C-element the whole circuit will halt.

Hardware redundancy. The hardware redundancy of the testable sequential circuits con-
sists of register Reg3, the block of n XOR gates, three multiplexers, the toggle element
and extra control elementsto provide for the corresponding signalling. Clearly, the over-
all hardware redundancy of the testable circuit heavily depends on the complexity of its
combinational logic block: the more complex the combinational circuit is, the less
redundancy the testable sequential circuit has. As aresult, this method of designing test-
able asynchronous sequential circuits is more effective in terms of hardware redundancy

for complex sequentia circuits.

Performance degradation. There is some degradation in the performance of the testable
sequential circuits during normal operation mode. This is caused by the additional cir-
cuits incorporated in the data paths and the control circuit which inevitably slows down

the circuit performance.
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6.5 Handshake implementations of a sequential circuit for
random pattern testability

6.5.1 The design of a handshake sequential circuit

A sequential circuit can be implemented as the handshake circuit shown in Figure 6.15.
This circuit has one input communication chanpél &long whichm-bit input data is

sent and one output channpb) from whichk-bit output data is read by the environ-
ment. The sequential circuit comprises two storage elemehtandR2) to store the
states of the circuit and the combinational block (CL) which performs the logic function

producing the outputs and new states for the sequential circuit.

Initially, theR2 storage element is reset into its initial state according to the specification
of the sequential circuit. The handshake circuit is activated along its activation channel
(L1). As a result, the contents of tR& storage element is copied ifRd. Afterwards,

the passive port of the combine element>§) is triggered by the corresponding

sequencer

B
o)

Figure 6.15: Handshake implementation of a sequential circuit
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An implementation of the combine element is shown in Figure 6.16a [FarnTR96]. The
combine element is activated along its channel a which is the passive channel of the fork
(the design of the fork is illustrated in Figure 6.16b). The fork passes a request signal
from channel a to the request outputs of channel a and b in parallel. When the data has
ready on the data inputs of channels b and ¢ rising acknowledge signals are sent to the
fork setting the output of the symmetric C-element to high (see Figure 6.16b). When the
data has been read from the data outputs of the combine element the request wire of
channel aisreturned to zero resetting the corresponding request wires of channels b and
c. A handshake along input and output channels of the combine element is completed

when the acknowledge signals of channels b and ¢ are returned to zero.

The combine element reads the data from the outputs of R1 and inputs of the pi channel.
The transferer sends the data from the outputs of the combine element to the inputs of
the combinational circuit. A handshake implementation of the combinational circuit is
illustrated in Figure 6.16c. When the data has arrived at the inputs of the combinational
circuit a, goes high. This signal is delayed for long enough for the output data to stabi-
lize on the outputs b and c. Note that the outputs b and c of the combinational circuit
correspond to the primary and state outputs of the circuit respectively. A handshake
along the input channel is completed when the a, and a, signals are returned to zero.
The output data produced by the combinational circuit is read by activating the corre-
sponding output channels.

When the data is ready to be read from the outputs of the combinational circuit the top
sequencer triggers the fork which activates the corresponding transferers (see Figure
6.15). The data from the primary and the state outputs of the combinational circuit is
transmitted in parallel to the po channel and the R2 storage element respectively. When
the output datais stored in R2 and read by the environment the contents of R2 is copied
to R1. Asaresult, the sequential circuit generates arequest for new datato be sent to its

pi channel.
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SC: proc(pi?(0 .. 2m—1) & po! (0 .. 2k—1))
begin
input: var (O .. 2™ 1)

rl,r2: var (O.. 2”—1)
ResetSate: proc() r2:=0

ResetSate();
forever do
rl:=r2;
pi?input;
r2:=CombFunctionl1(input,rl) || po! CombFunction2(input,r1)
od
end

Figure 6.17: Procedure SC performed by the sequential circuit shown in Figure 6.15

Figure 6.17 shows an example of thengram procedur8C performed by the sequen-
tial circuit illustrated in Figure 6.15. According to this procedure the input data is
assumed to be stored by the environment in a variable capietd Initially, the variable

r2 is reset by theResetSate procedure. Afterwards, the set of commands written
between thdéorever do andod lines is performed infinitelyThus, the contents of varia-
bler2 is copied inta1l and new data is read framput along thepi channel. A new state
vector produced by functioBombFunctionl is written inr2 and the output data pro-
duced by functiorCombFunction2 is transmitted from the primary outputs of the com-
binational circuit to thepo channel concurrentlyNote that the function of the
combinational circuit shown in Figure 6.16c is the union of combinational functions

CombFunctionl andCombFunction2.

Fault model

In this section two single stuck-at fault models are considered in the design of the hand-

shake sequential circuit:
« the stuck-at output faults on the control lines of its handshake components;

 the stuck-at input and output faults in the circuit data paths.

Page 156



I ™ I 7 . S T T T T T T T T

As was described in chapter 2 the stuck-at output faults on the control lines of a hand-
shake circuit cause this circuit to halt. The detection of these faultsis straightforward. In
order to detect all possible single stuck-at faults in the data paths of the sequential circuit
the parallel and bit-serial random test techniques can be used.

6.5.2 Parallel random testing

Figure 6.18 shows the design of a handshake sequential circuit with parallel random
testing. Thiscircuit has an additional block of XOR gates and the test channel (tc) which
is activated in test mode.

Test mode

Initially the r2 storage element is set into its initial state. The sequentia circuit is acti-
vated along its activation channel. As a result, the content of the r2 storage element is
copied into r1. When the data has read from the pi channel and from the outputs of rl

the outputs of the combinational circuit are changed. Afterwards, the output data from

Figure 6.18: Handshake sequential circuit with parallel random testing
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the primary outputs of the combinational circuit is read alongpthehannel and the

block of XOR gates is triggered by the corresponding transferer

A handshake implementation of the block of XOR gates is illustrated in Figure 6.16d
[FarnTR96]. If the passive chanrebf the block is activated the corresponding chan-
nelsb andc generate requests for the input data. When the data has arrived at the data
wires of channel® andc the block of XOR gates performs a bitwise XOR operation

and produces an acknowledge signal along its passive ctannel

Thus, the block of XOR gate reads the data fromSBeutputs of the combinational
circuit and a new random pattern test vector is produced on the data outputscof the
channel. The results of the bitwise XOR operation are stored int@ gterage element.
When the data from thHeO outputs of the combinational circuit has been read along the
po channel and the data from the outputs of the block of XOR gates has been stored in
r2 the sequential circuit copies the contentsafnto r1 and the sequence of events

described above can be repeated.

Thus, the data paths of the handshake sequential circuit shown in Figure 6.18 are tested

in the same manner as was described in section 6.3.

SC_PRT: proc(pi?(0.. 2" 1) & tc?(0.. 2"~ 1) & po!(0 .. 2~ 1))
begin
input: var (O .. p 1)

rl, r2, test: var (O .. 2”—1)
ResetSate: proc() r2:=0

ResetSate();

forever do
rl:=r2;
pi?input;
tc?test; r2:=CombFunction1(input,r1)C] test ||

po! CombFunction2(input,r1)
od
end

Figure 6.19: Parallel random testing procedure SC_PRT
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Normal operation mode

In normal operation mode the data wires of the tc channel are kept at zero permanently.
As a result, the sequential circuit operates in the same manner as the one illustrated in

Figure 6.15.

Figure 6.19 shows an example of the Tangram program for the parallel random testing
procedure SC_PRT performed by the handshake sequentia circuit illustrated in Figure
6.18. Compared to the SC procedure the program SC_PRT has an extra variable called
test. The variables input and test are changed by the environment simultaneously. These
variables can be produced by using either one pseudo-random pattern generator or two
separate generators. In normal operation mode the test variable is reset permanently so

that the SC_PRT procedure is equivalent to the SC program.

6.5.3 Bit-serial random testing

Figure 6.20 illustrates the design of a handshake sequential circuit which is tested using
the bit-serial random testing. This circuit performs in test and normal operation mode

depending on the Boolean signal OM.

The OM input of the sequential circuit controls the case element. An implementation of
the case element is shown in Figure 6.16e [FarnTR96]. If OM=1 or OM=0 arequest sig-
nal from the a, input is steered by the select block to the b, output or ¢, output respec-
tively. Acknowledge signals from the b, and c, inputs are passed through the OR gate to
the a4 output.

Test mode

In test mode the OM input is set to high. The storage element R2 is set to itsinitial state.
The storage element R3 is reset. When the sequential circuit shown in Figure 6.20 has
been activated along its activation channel the contents of R2 is copied into R1. After the
data has read along the pi channel and from the outputs of R1 the upper active channel
of the case element is triggered by the corresponding sequencer. As a result, the request
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signal from the case element is steered by the corresponding pair of sequencers through

the mixer to the transferer.

An implementation of the mixer is illustrated in Figure 6.16f [FarnTR96]. The mixer
has two passive (a and b) and one active (c) channels. When arising event is generated
on one of the passive channels of the mixer the ¢, signal goes high. Once acknowledged
by arising event on the c, input the output of the corresponding C-element is set to high.
The sequence of events is repeated when the control signals are returned to zero. Note

that both the passive channels of the mixer cannot be activated simultaneously.

Figure 6.20: Handshake sequential circuit with bit-serial random testing
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The results of the bitwise XOR operation between the data frol8Qtaitputs of the
combinational circuit and the contents R8 are passed through the multiplexer and

copied intoR2.

The design of the multiplexer is illustrated in Figure 6.169g. The multiplexer operates in
a similar way to the mixer shown in Figure 6.16f [FarnTR96]. Thierdice between
them is in the presence of an additional circuit which controls the multipl&kem the

data is stable on buschannel is activated. Thus, the RS flip-flop is reset andsthe
signal is set to low connecting bago the outputs of the multiplexdf channelb is
activated thesel signal is set to high and the data from bisstransmitted to the outputs

of the multiplexer

The contents oR2 are copied to the storage elemB8twhich collects the current sig-
nature of the responses produced onSBeutputs of the combinational circuit. When
the data has been stored iR®the po channel is activated along which the test results
from thePO outputs of the combinational circuit and the most significant HR3cdre
read by the external signature analy§8&mcurrentlya new random test vector is stored
into R2 as a result of combining the-1) most significant bits dk1 and one bit which is

read along the test channt)(

When a handshake along thechannel has completed and the new test vector has been
stored inR2 the contents dR2 is copied intdR1 and thepi channel is triggered ready to
accept a new random test pattern. Thus, the random test procedure described above can

be repeated.

Figure 6.21 shows an example of tl@dram program for the bit-serial random testing
procedureSC_BST performed by the sequential circuit illustrated in Figure 6.20. In this
program variablesl andr3 are used to store new tests applied tc®haputs and col-
lect current signatures from ti$® outputs of the combinational circuit. The 1-bit varia-

bletest is used by thé&c channel to shift a new test bitrifh.

In the SC_BST procedure the variableg andr3 are reset after the initialization of the

circuit. The content of2 is copied intal. A new random test pattern is read from the
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SC BST: proc(pi?(0 .. 2m—1) & tc?(0..1) & po!(0.. 2k—1))
begin
input: var (O .. P 1)

ri,r2,r3: var (0.. 2“—1)
test: var (0..1)
ResetSates: proc() r2:=0; r3:=0

ResetSates();

forever do
ri:=rz,
pi?input;
r2:=CombFunctionl1(input,rl);
r3:=Sgnature(r2,r3);
tc?test;
r2:=<<test.rl.n-1...r1.1>>//

po!<<CombFunction2(input,r1).r3.n-1>>
od
end

Figure 6.21: Bit-serial random testing procedure SC_BST

input variable along th@i channel. A new state of the circuit is produced by function
CombFunctionl and stored inta2. The result of functiorSignature is stored inr3
(functionSgnature is the same function which is performed by the circuit shown in Fig-
ure 6.13). Afterwards, the content of variatag is read along thi&e channel. Ther(-1)
most significant bits of variablel with the content of théest variable is stored in2.
Simultaneouslythe results of functio@ombFunction2 and the most significant bit o3
are sent along thgo channel to the external signature analyAéer this theSC_BST

procedure is repeated.

The data paths of the circuit shown in Figure 6.20 are tested in the same way as was
described in section 6.4. Stuck-at output faults on the control lines of the handshake
sequential circuit which are not involved in test mode are not tested. These faults can be

tested when the circuit performs in normal operation mode.
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Normal operation mode

The BoolearOM is reset in normal operation mode allowing the lower active channel of
the case element to be controlled from its passive channel. The outputs of the storage
elementR3 are held at zero permanenths result, the handshake sequential circuit

shown in Figure 6.20 performs in the same manner as the one described in Figure 6.15.

6.6 A case study of the AMULET2e memory controller

An extended version of the AMULET2 microprocessor called AMULET2e has been

implemented to connect the microprocessor to a wide variety of static and dynamic
memories and peripheral chips. Figure 6.22 shows a block diagram of the AMULET2e
microprocessor which incorporates the AMULET?2 processor core together with an on-

chip cache and an external memory interface.

The memory interface of the AMULET2e microprocessor includes a memory controller
The memory controller is a finite state machine which has seven inpti}, four out-
puts k=4) and 3-bit coded states=3). The state table for the AMULET2e memory

controller is shown indble D.1 in Appendix D.

Two-phase, fouphase and handshake designs of the memory controller have been

implemented in CMOS technology on prih double layer metal process and simulated

adr[29:0]
Reset data[31:0]
N s
Address Memory (— .
> interface ms[7:0]
wr[3:0]
AMULET2 |, Data f3:0] :>
S cas[3:0]
processor ﬂ
core u A4 Memory
controller read
Cache ﬁ
memory X[6:0] treq
tack

Figure 6.22: Block diagram of the AMULETZ2e microprocessor
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using IMIC design verification tools. Simulation results of the three versions of the
memory controlleri.e. the controller without testability features, with bit-serial and par-
allel random testing, implemented as two-phase-pbxaise and handshake sequential

circuits can be found inables 6.2, 6.3 and 6.4 respectivaliie notation used in these

tables is as follows:

PD is the performance degradation, AO is the area overhead, NM and TM is normal

operation mode and test mode respectively

Table 6.2: Two-phase implementations of the AMULET2e memory controller

Performance Power
. 'l PD, Area, AO, | consumption,
Design ns/test 5 9
% x 10 “mm % nJ/test
NM ™ NM ™
Without testability 16.8 n/a n/a 10.6 n/a 48.1 n/a
Bit-serial 18.8 335 | 12% 13.4 26% | 54.2 73.1
Parallel 17.9 17.9 7% 10.9 3% 50.3 59.4

Table 6.3: Four-phase implementations of the AMULET2e memory controller

Performance Power
. 'l PD, Area, AO, | consumption,
Design ns/test 5 9
% x 10 “mm % nJ/test
NM ™ NM ™
Without testability 14.7 n/a n/a 9.9 n/a 50.6 n/a
Bit-serial 17.1 30.4 | 15% 12.1 22% | 63.8 88.2
Parallel 15.6 15.6 6% 10.2 3% 52.9 60.2

Table 6.4: Handshake implementations of the AMULET2e memory controller

Performance Power
. 'l PD, Area, AO, | consumption,
Design ns/test 5 9
% x 10°°mm % nJ/test
NM ™ NM ™
Without testability | 18.1 n/a n/a 10.0 n/a 53.9 n/a
Bit-serial 22.5 38.7 | 24% 12.9 29% | 69.0 94.2
Parallel 19.3 19.3 7% 10.3 3% 56.5 64.2
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Figure 6.23: Graph dependencies between the percentage of detected faults and the
number of random tests applied to the inputs of the memory controller without
testability features (graph 1) and the one designed for testability (graph 2)

Comparing different implementations of the memory controller the bit-serial DFT
implementations exhibit the highest performance degradation in normal operation mode
which varies from 12% for the two-phase design to 24% for the handshake implementa-
tion. Thisis because the control circuits used in the bit-serial DFT designs of the mem-
ory controller have to be changed by adding extra control elements which slow them
down. As a result, the bit-serial DFT designs consume more switching energy demon-

strating the largest power consumption.

The parallel DFT designs of the memory controller have the minimal area overhead
(3%) contributed by the block of three XOR gates. Note that the data for the parallel
DFT designs does not include the area overhead of the internal pseudo-random genera-
tor and signature analyser together with extra test wires required for stimulating the
inputs of the XOR gates and observing the test results from the their outputs. Thus, the
total area overhead of the parallel DFT designs can be much larger.
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It can be seen fromables 6.2, 6.3 and 6.4 the designs of the memory controller with
testability features dissipate more gethan the implementations without testability

(see chapter 3).

Finally, the fourphase designs of the memory controller exhibit the best performance in
both test and normal operation modes whereas the implementations of the two-phase

designs exhibit the lowest performance degradation.

Figure 6.23 shows graphs 1 and 2 which demonstrate the dependencies between the per-
centage of detected faults in the combinational circuit of the memory controller and the
number of random test patterns applied to the inputs of the controller without testability
features and its parallel and bit-serial DFT designs respectiliagy fault simulation
analysis was carried out with the helpSb#MIC design verification tools. Note that the
number of tests in Figure 6.23 is represented in a logarithmical scale on the base 10. As
follows from Figure 6.23 the percentage of detected faults in the memory controller and,
hence, its random pattern testability is higher in the second case (graph 1 lies below

graph 2).

In order to calculate the number of equiprobable random tests required for testing the
combinational circuit of the memory controller formula (6.2) can be used. A fault simu-
lation analysis carried out with the help of ®&1IC fault simulator showed that there

are 8 stuck-at faultg£8) in the combinational part of the controller which have the
minimal detection probabilitypg=1.95 x 10_3). As a result, the upper bound of the ran-

dom pattern test length is equallte2243 and_-=3422 forp;=0.9 andp,=0.99 respec-

tively. According to Figure 6.23 all the stuck-at faults in the combinational circuit of the
controller are detected after the application of 2000 random tests and 1000 random tests

for case 1 and 2 respectively
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6.7  Built-in self-testing of micropipelines

In this section the BIST design of a micropipeline based on the BILBO technique (see
Appendix B) is considered.

6.7.1 Asynchronous BILBO register design

The CMOS implementation of one of the latches from which an asynchronous BILBO
register is built isillustrated in Figure 6.24. The latch design consists of two latches L,
and L, connected together. The implementation of L, issimilar to the single-phase static
latch shown in Figure 5.3. In addition, latch L, has an active low set input to set the
Dout; output to high. Latch L, is a single-phase static latch which is transparent when
its enable input is low otherwise it is opague. L, has an active low reset input which

holds its output at zero regardless of whether it is transparent or opague.

Initially latch L, isclosed and L, is opened by alow signal applied to its En input. When
the data is stable on the Din input of L, the En input is set to high making the latch L4
transparent and L, opagque. The input data stored in the memory of L, is passed to the

Set
Din wk -
Riilar
En " ;-J Dout,
i L—
L,
>—cl _4

—d

EgmE

Reset = -
<

Figure 6.24: CMOS implementation of the BILBO register latch
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Dout; output and to the data inputlof. When the enable input is reset latghs closed
andL, is transparent storing the data fraémin its memory As a result, the data stored
in L4 is passed to thBout, output of the register latch. The procedure of storing data in
the register latch is similar to that of a mastewe flip-flop. Note that whelBn=0 the
Dout; output can be set to high by an active low signal applied tsetieput ofL,.

An asynchronous implementation of a 4-bit BILBO register is illustrated in Figure 6.25.
The Q; outputs of thd;, latches i=0,1,2,3) are used as the outputs of the BILBO regis-
ter. TheDout, outputs of the register latches (see Figure 6.24) are connected through the
XOR gates to th®in inputs of the corresponding latches. ™ean-in input (Sin) is
coupled through the multiplexer (MX) and one of the inputs of the XOR gate Rirthe
input of the first register latch. TH&out, output of the last register latch is used as a
scan output of the registérhe register latches can be enabledday anddata enable

clocks applied to thé&c input of the register and tH2e input of the OR gate respec-
tively. TheDe clocks are generated by the latch control circuit which can operate using

either two-phase or four phase signalling (see chapter 5).

——
QO Ql Q2 3 Sout
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Lol il iy Trw

Loy |— | Ly |— | Lo |—
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D_

Sin
CZ_‘
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Cl |n1 |n2 |n3
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Rin De Rout
I —— .

Ain Latch Control Aout
- [ ——

Figure 6.25: Asynchronous BILBO register structure
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Table 6.5: Operation modes of the BILBO register in Figure 6.25

Ci1 Cc2 Set | Reset| Mode
1 0 1 0 Normal
0 0 1 Shift
0 1 0-1 1 LFSR
1 1 0-1 1 SA

The BILBO register shown in Figure 6.25 can act in four distinct operation modes
depending on the control sign&4 andC2: normal, shift, LFSR and signature analyser
operation modes.able 6.5 contains the values for the control signals and the corre-

spond operation modes of the BILBO register

Normal operation mode. In this modeC1=1 andC2=0. As a result, theeset signal is set
to low holding the outputs of latches (i=0,1,2,3) at zero permanentljheset input is

high. The inputsSin andSc are kept low during this operation mode.

When the input data is stable on fimeinputs of the register the control inputs of the
latch control block are activated by the environment. Thus, clock signals are produced
on theDe output by the latch control circuit. The data is passed to the outputslgf the

latches and latched in their memories.

Shift register mode. Control signalsC1 andC2 are reset in the shift register operation
mode of the BILBO registetn this mode theet andreset signals are set to high. The
register latches act as D-type flip-flops configured in a 4-bit shift registershift reg-
ister is clocked from th& input. Note the latch control block is not active in this mode

holding itsDe output at zero permanently

When the scan data is ready on #einput it is transmitted through the multiplexer to

the input of the first flip-flop. A clock signal is applied to 8weanput of the registerAs

a result, the scan data is stored in the first flip-flop and passed to the input of the second
flip-flop. The next bits of the scan data is shifted into the register latches in the same
manner as a normal shift register operates. The shift register passes the scan data on its

Sout output from where the data is read by the environment.
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LFSR operation mode. The BILBO register operates as an LFSR w@#&n0 andC2=1.

In this mode, theeset signal is set to high and tl& input is reset. Note that the data
from theln inputs of the BILBO register is blocked by a zero signal applied ©lits
input (the outputs of the corresponding AND gates are reset). Thus, the BILBO register
(see Figure 6.25) can perform as the 4-bit LFSR illustrated in Figure A.2a.

Initially, the set input of the register is reset setting eoutputs and the outputs of
latchesL, (i=0,1,2,3) to high. When the register outputs are stablsstheput is set to

high. As a result, the ‘all ones’ state is the initial state of the LFSR. The LFSR generates
a new output vector every time when a new clock signal is produced by the latch control

block on itsDe output.

Sgnature analyser operation mode. When the control signafS1 andC2 are set to high
the BILBO register can operate as a signature analysthis mode, theeset signal is
set to high and thgc input is reset permanentiote that the data from thie inputs of
the register is enabled by a high signal applied taCthaput. As a result, the BILBO

register is configured as the 4-bit signature analyser shown in Figure A.4.

In the initial state the outputs of the signature analyser are set to high by a low signal
applied to theset input of the BILBO registetWhen the outputs of the signature ana-
lyser are stable the set signal is set to high. Once the data are readyromplés the
signature analyser is clocked from the output of the latch control block. As a result,

the current contents of the register is mixed with the new input data in the same manner

described in Appendix A.

The design of the asynchronous BILBO register shown in Figure 6.25 is similar to the
one considered in Appendix B. As a consequence, the testability properties of the asyn-
chronous BILBO register towards its stuck-at faults is the same as that of the synchro-
nous one. Note that all stuck-at faults of the BILBO register including faults on either
the control lines or its data paths can be detected when the register is forced to perform

in all its operation modes.
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6.7.2 Micropipeline structure with BIST features

Figure 6.26 shows a two-stage micropipeline structure with BIST features. The stage
registers of this micropipeline are built from the asynchronous BILBO register illus-
trated in Figure 6.25. The outputs of the micropipeline can be connected to its inputs
depending the Boolean Bist which is high in BIST mode and low in normal operation
mode. The BIST control unit is activated by a high signal applied to the Bist input of the
micropipeline allowing the BIST control signals to be generated. The RSn, ASn, RSout
and ASout control signals are used in an asynchronous interface to shift the data in and
out of the stage registers. These signals have the same meaning as the ones described in

chapter 5.

Normal operation mode

The micropipelineis set to normal operation mode when Bist=0 and RSn= ASout=0. As
aresult, the control signals Cj; and C;, (i=1,2) of the control unit are set to high and low
respectively. Its Set and Sc outputs are set high and low respectively. In this mode the

micropipeline acts in the same manner described in chapter 1, section 1.4.

| T Rout
Rin  sc Rout —C_D———{Rin Sc Rout D —»
c1 c1
c2 c2 Dout
AL A
Regl [ |3 ") Reg S >
-/ Sout
Sin Sout Sin Sout =A\O ut
Ain Set Aout Ain Set  Aout -
|
; A RSout
RSII’]_» Cy Cp C, C, Set Sc F——»
ASin BIST Control Unit ASout
- I —

Figure 6.26: A two-stage micropipeline with BIST features
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BIST mode

In BIST mode the Boolean signal Bist is set high enabling the control unit to produce

control signals for the stage registers of the micropipeline.

The micropipeline shown in Figure 6.26 can be tested for stuck-at faults using the fol-
lowing test algorithm:

1. Testing for stuck-at faults in the register latches involved in the shift operation. The
shift operation is tested by setting the stage registers into the shift register mode and
applying an alternating test to the Sn input of the micropipeline. Since the stage reg-
isters are united in one shift register the alternating test is passed through all the reg-
ister latches. Note that the shift operation is controlled by clock signals generated on

the Sc output of the control unit.

2. Testing for stuck-at faults in the combinational circuits. The combinational circuit
CL1 istested when register Regl is set to the LFSR mode and Reg2 is set to the sig-
nature analyser mode. The latches of Regl and Reg2 are set to high initialy (see Fig-
ure 6.25). After the generation of a request signa on the Rin input of the
micropipeline the LFSR applies a new random test vector to the inputs of CL1 and its
responses are collected by the signature analyser. Thistest procedure is similar to the
one shown in Figure B.5. The Rin input is triggered enough times for the LFSR to
generate on the inputs of CL1 the required number of random test vectors. The
number of random tests can be cal culated using formula (6.2). The combinational cir-
cuit CL2 istested in the same way described above when Reg2 acts as the LFSR and
Reg2 isthe signature analyser. The responses from CL2 are passed through the multi-
plexer to the inputs of Reg2. Note that the signatures produced by the signature ana-
lysers are shifted out to the Sout output of the micropipeline every time when the

testing of each combinational circuit has completed.

3. Testing for stuck-at faults on the Din inputs and Dout outputs. Stuck-at faults on the
Dout outputs of the micropipeline can be tested by observing the responses from CL2
during its testing. Stuck-at faults on the Din inputs are tested in normal operation
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mode Bist=0). In this mode, the ‘all zeros’ and ‘all ones’ tests are applied tDithe
inputs of the micropipeline (two request signals are applied t&theput). Note

that the contents degl are shifted out after the application of each test.

The use of the above test algorithm allows most of stuck-at faults in the micropipeline to
be detected. Note that fauteset-SAL in the register latches (see Figure 6.24) cannot be
identified in BIST mode whereas they can be tested in normal operation mode. The test

algorithm is simple:

1. Set the micropipeline in normal operation mode.

2. Set all the latches of the micropipeline to hi§et£1).

3. Set=0 and apply a test to ti¥n inputs of the micropipeline.

4. Generate one request signal onRieinput.

5. Shift the contents of the stage registers out t&tieoutput.

In the presence of fauleset-SAL in thei-th latch of thg-th (j=1,2) stage register the
response bit latched in itst()-th latch will be inverted (see Figure 6.25).

Using the micropipeline structure shown in Figure 6.26 delay faults in its combinational
circuits can be tested. In this case the number of latches in the BILBO registers (see Fig-
ure 6.25) must be doubled by adding one extra D-type flip-flop after each register latch.
Note that the outputs of the extra flip-flops are held at zero during normal operation
mode. The linear feedback of the BILBO register must be changed according to the new
derivation polynomial for the LFSR of the double length. In addition, an NOR gate can
be added to the design of the LFSR (see Figure A.2b) in order to allow the LFSR to go

through all its possible states.

According to Lemma 6.1 the modified LFSR can produce all possible combinations
between any two 2-bit binary vectors chosen sequentially on its outputs when the LFSR

has passed through all its possible states. Thus, any possible pair of test vectors can be

Page 173



T o e

generated on the inputs of the combinational circuits during their testing. As a result,
delay faults and stuck-at faults can be detected in the combinational circuits of such a

micropipeline (see chapter 5).

6.7.3 Analysis of the BIST micropipeline structure

The BIST technique for micropipelines presented in this section has advantages and dis-

advantages.

Advantages

» The BIST micropipeline structure shown in Figure 6.26 allows the generation of ran-

dom tests and the collection of the test results on the chip.

» The combinational circuits of the micropipeline are tested separately at the normal
circuit speed making possible the application of gdanumber of tests to their

inputs.

» The asynchronous BILBO register design described in this section has the same
properties as that of its synchronous counterpart. As a result, the BIST control unit

can be implemented in a similar way to the one for the synchronous BIST design.

» The BIST micropipeline design allows the testing of its combinational circuits either

for stuck-at or delay faults.

Disadvantages

* The implementation of the micropipeline with BIST features requires the use of
BILBO registers. As a consequence, the BIST version of the micropipeline imposes a
certain degree of area overhead which depends on the complexity of its combina-

tional part.

» The performance of the BIST micropipeline is degraded in normal operation mode

since some extra logic elements are added in its data paths. For instance, the input
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data arriving at thén inputs of the BILBO register (see Figure 6.25) comes through
extra AND and XOR gates before being latched inLthéatches. These extra delays

must be taken into account to ensure the proper bundled data interface.

6.8 Summary

Different asynchronous implementations of the pseudo-random pattern generator and
signature analyser have been proposed in this chiptese designs allows the syn-

chronous LFSR to be used to build either the generator or signature analyser

Two structural DFT approaches to designing asynchronous sequential VLSI circuits
have been discussed. During test mode the asynchronous sequential circuit is tested
asynchronously in a manner similar to well-known DFT techniques: the combinational
logic block and all the storage elements are tested independently which simplifies the

test greatly

The parallel random pattern testing technique described in this chapter uses the probabi-
listic properties of the 2-input XOR gate. According to this technique a block of XOR
gates is placed in the feedback data path of the sequential circuit and random test vectors
are applied to the second inputs of the XOR gates. The outputs of the XOR gates are
observed on the extra test outputs. As a result, the state registers and the combinational
circuit are tested in parallel. The proposed bit-serial random test technique provides for
the bit serial scanning of test patterns into the state registers of the sequential circuit and
the bit serial scanning out of the responses of the combinational logic block from the
internal signature registefhis makes the testing faster then a traditional scan test. The
random pattern test length for the testable asynchronous sequential circuit is equal to the
test length of the random testing of the combinational circuit and can be estimated eas-
ily. The hardware redundancy of the proposed approach depends greatly on the com-

plexity of the combinational logic block.

The AMULET2e memory controller has been implemented as two-phaseytfase

and handshake circuits using both the parallel and bit-serial design for random pattern
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testability techniques. The results show that the proposed design methods have practical
feasibility which allows them to be used to build various kinds of asynchronous sequen-

tial circuits for random pattern testability.

Finally, the proposed BIST micropipeline design can be used in asynchronous VLSI cir-
cuits where the pseudo-random pattern generator and the signature analyser are placed

on the chip.
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Chapter 7 : Design for Testability
of an Asynchronous
Adder

There are several @igrent ways to implement an asynchronous gduet each has par-
ticular testability characteristics. In this chapter the stuck-at fault model is used to
describe fault décts in various adder implementationse ¥how that stuck-at faults on

the data dependent control lines of the single-rail adder can cause both premature and
delayed firings of its control outputs. The choice of single-rail, dual-rail or combined
single and dual-rail (hybrid) data encoding techniques bringerelit trade-dé
between the testabilityerformance and area overhead. A case study of an asynchro-
nous comparator demonstrates that a hybrid implementation brings a reasonable com-

promise between the area overhead, performance degradation and testing costs.

7.1 AMULET1 asynchronous adder

An asynchronous ALU is a major element in the AMULET1 microprocekdmas been
shown that about 80% of the operations performed by the ALU requieeedif forms

of addition [Gars93]. The correct performance of the adder as the ‘busiest’ part of the
asynchronous ALU is therefore important for the correct functioning of the AMULET1

design as a whole.

Three input bits are used to implement a one-bit addition: two data bits aoaropn

bit which is efectively thecarry-out signal from the previous stage of the multi-bit
adder The complete truth table of a 1-bit full adder is showraibld 7.1. The perform-
ance of the multi-bit adder depends on the propagation speedcaftihsignal through
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Table 7.1: Truth table for the full adder Table 7.2: Truth table for
the full adder carry output

Inputs Outputs
A B Cin Sum | Cout Inputs Output
0 0 0 0 0 A B Cout
0 1 0 1 0 0 0 0
1 0 0 1 0 0 1 Cin
1 1 0 0 1 1 0 Cin
0 0 1 1 0 ! ! !
0 1 1 0 1
1 0 1 0 1
1 1 1 1 1

its stages. dble 7.2 illustrates the truth table for the carry output of the 1-bit full adder
According to this table thearry-out signal can be predicted in half of the possible input
combinations. This allows the corresrry-out signal to be generated without waiting
until acarry-in signal is produced by the previous stage of the adids technique has
been used in the implementation of the AMULET1 adder [Gars93].

In the AMULET1 asynchronous addaddition results are ready when all taery-out
signal are readyf he carry chain of the adder is implemented using dual-rail data encod-
ing where the readiness of tbarry-out signal is identified by a transition on one of its

two data wires. Since tlgarry-out signal of the AMULET1 adder is data dependent and

Data part
p
Cout
A MX1 Cin
B -
A
Cin D —)
’ nCVin
nStart [~
F nStart
MX2 nCVout
nCVin T
Control
a) b)

Figure 7.1: Sngle-rail implementation of an asynchronous 1-bit full adder: a) using
multiplexers; b) using logic gates
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data values which cause long carry propagation paths are relatively rare the adder itself

exhibits average rather than worst case performance [Gars93].

7.2  Single-rail asynchronous adder

Figure 7.1a shows the implementation of a single-rail asynchronous 1-bit full adder
using multiplexers. The adder design consists of distinct data and control parts. The data
path of the adder produces an addition result dauitsoutput and generatesarry-out

signal on itsCout output. Note that thearry-out function is implemented according to
Table 7.2. The control part of the adder is designed to indicate wtanyaoutput is

ready to be read by the environment. When the data is ready onAnpottB a start

signal is generated on th&art input which is active lowif the values on th& andB

inputs are equal thetart signal is passed to tlearry-valid output of the addelf not, an

active lowcarry-valid-in signal is transmitted from theCVin input through the OR gate

and multiplexetMX2 to thenCVout output. The control part of the adder follows the
four-phase signalling protocaol, i.e., when the addition result has been read by the envi-
ronment signahSart is set to high and then outpu@Vout goes high. Figure 7.1b illus-
trates the gate level representation of this asynchronous 1-bit adder with single-rail data

encoding. This adder performs in the same manner as described above.

The design of an asynchronous single-rail 8-bit adder is shown in Figure 7.2. In this
design all the 1-bit full adders are connected together in a chain whea theutput

and thecarry-valid output of the previous 1-bit adder are connected t@adhmy input

and thecarry-valid input of the following 1-bit adder respectivelyhecarry-valid out-

put of the adderAck) is produced on the inverted output of the 8-input symmetric C-
element, the inputs of which are connected to the correspon@vait outputs of the

1-bit adders. Thearry-out signal of the last 1-bit adder is used ascdrey output of the

8-bit adder

The globalstart signal is connected to all of the 1-bit adders. The first addied) does

not have atart input since itxarry-valid input is connected to the globaiért signal.
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RegA
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A1 By A; By A7 B7
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Cin Cout
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nStart F nStart ’, nStart
——

Ack
ﬁg::g—:c)_ DC

Figure 7.2: Asynchronous 8-bit adder with single-rail data encoding

The start signal from thenCVin input of addeAdsO is delayed for enough time for the

carry-out signal to be stable before it is passed directly to@\out output.

A request for addition is sent by the environment onRégeinput of the addewWhen

the data is ready on tiAeandB inputs two acknowledge signals are generated on inputs
AckA andAckB of the two-input symmetric C-element. When the output of the C-ele-
ment is set high an active lostart signal is transmitted to the corresponding inputs of

all of the 1-bit adders. A rising event on tAek output of the 8-input C-element
acknowledges the completion of the addition. Once the results are read the request sig-
nal is returned to zero on tReq input. As a result, acknowledge signals on inpuais\
andAckB are set to zero. The two-input C-element is reset and the gtabiasignal

goes to high. The handshake procedure is completed when the acknowledge signal on

outputAck of the adder is reset.

Note that a control signal which fires when tiaery-in signal Cin) is ready can be
implemented separately (for instance, using extra sigheki€ and ReqC), or theCin
signal can be transmitted together with one of the oper@ndsE) as demonstrated in

Figure 7.2. The choice between these techniques depends on the particular environment
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in which the adder performs. Hereaftdre carry-in signal for the adder is assumed to

be transmitted together with one of the operands.

7.3  Testing of a single-rail asynchronous adder

In this chapterthe single stuck-at fault model including stuck-at-input and stuck-at-out-
put faults is considered [Russ89]. In order to test the adder shown in Figure 7.2 a set of
test patterns must be applied to its inputs. The test results are observed on the outputs of
the adderlt is assumed that the inputs of the asynchronous adder are controllable and its

outputs are observable by the environment.

Consider the design of the asynchronous 8-bit adder shown in Figure 7.2. The detection
of stuck-at faults in the data part of each 1-bit adder is trivial since its data inputs and
outputs are controllable and observable during the test. The control part of the 8-bit
adder is illustrated in Figure 7.3. Inputs are the outputs of the corresponding XOR
gates of the 1-bit adders (see Figure 7.1b). As was mentioned above the control part of
the first adder is simply a delay matching taery-valid input to carry-valid output

delay (see Figure 7.3).

Stuck-at faults in the control part of the adder can be divided into three distinct classes:

1. Stuck-at faults which are detectable by logic testing. For instance, stuck-at-O or

stuck-at-1 faults on th€EVout outputs are easy to detect since they violate the hand-

nStart
ela
hsl -] G‘11
. nCVout,
&1 G2,
hSZ GlZ
' nCVout

E:}D*ACI(

L.

Figure 7.3: Control part of the single-rail 8-bit adder
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shake communication protocol between the adder and its environment. Note that a
stuck-at-1 or a stuck-at-0 fault on an input of the symmetric C-element shown in Fig-

ure 7.3 is equivalent to a stuck-at-0 or stuck-at-1 fault on its output respectively

2. Stuck-at faults which can cause a premature firing on odputA stuck-at-1 fault
on the output of NAND gatél; (i=1, 2, ..., 7) does not change the logic function of
the control part of the adder but causes a premature firing on the output G2gate
whenhs=1. This fault may or may not cause the environment to latch wrong data
from the outputs of the adder depending on how fast or slow the environment per-
forms. This fault is hard to detect by delay testing due to the absence of synchroniza-

tion clocks.

3. Stuck-at faults which can cause delayed firings on the control output of the adder
These faults do not change the logic function of the control part of the adder but
reduce its performance. The detection of such faults requires delay testing. For
instance, a stuck-at-1 fault on infng (i=1, 2, ..., 7) causes a delayed response from

the adder

Let us consider the Boolean function of outpQtout;:

nCVout, = nStart [hs, [hStart = nStart [hs, + nStart = nStart (7.2)

It is easy to show that

nCVout, = nStart [hs, + nStart = nStart, (7.2)

wherei=1, 2, ... ,7.

Thus, the control part of the adder has logic redundd®eglundant logic elements are
necessary to ensure the proper timing function of the control part of the &tder

makes some of its stuck-at faults impossible to detect by logic testing.
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7.3.1 Design for testability of the single-rail asynchronous
adder

In order to make the asynchronous adder shown in Figure 7.2 testable, the logic redun-
dancy of its control part must be removed during the test. Figure 7.4 shows the design of
a testable asynchronous 1-bit adder. It performs in two modes: normal operation mode
and test mode. The mode of the adder is changed by the Boolean signal Tst which ishigh
in test mode and low in normal operation mode. Input Tst and the output of the XOR

gate (G3) are connected to the inputs of the asymmetric C-element.

Figure 7.5 illustrates a CMOS implementation of the asymmetric C-element. If both
inputs Inl and In2 are high the state of the asymmetric C-element is one. The output
(Out) of the C-element is set to zero when itsinput Inl islow. The C-element keeps its
current state under the application of any other input combinations. A stuck-at-0 fault on
one of the inputs of the asymmetric C-element prevents its output from being changed
from low to high. A stuck-at-1 fault on input Inl prevents the output of the asymmetric
C-element from being changed from one to zero. To detect a stuck-at-1 fault on input
In2 of the C-element the following pair of tests must be applied to itsinputs: (00, 10). If

the state of the C-element is one the circuit is faulty, otherwise it is fault-free.

Cout
Cin ¢
41 Sum
A ) >_
S W ’
. nCVout
nCVin
nStart {>c
Tst

Figure 7.4: Testable asynchronous 1-bit full adder with single-rail data encoding
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] Out _—
C Out
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In2

Figure 7.5: Asymmetric C-element notation

The output of the asymmetric C-element controls the NAND @32 Which can per-

form either as an NAND gate or as an inverter depending on the value of its control sig-
nal. A CMOS implementation of ga€&? is illustrated in Figure 7.6. If the mode control
signal {st) is low the gate performs as a two-input NAND gate. If the Boolsais

high, inputb of the gate is blocked and it performs as an inverter of mput

In normal operation mode the control part of the 8-bit adder is identical to the circuit
shown in Figure 7.3. A fault analysis of the control part of the adder has been carried out
with the help of automatic test generation program tools designed in the department of
Electrical Engineering at ikginia Polytechnic Institute [LeeTR93]. As a result, 27
redundant stuck-at faults have been identified. The fault coverage of the tests generated

for detecting faults in the control part of the adder is 53%.

In order to set the adder to test mode sigsiahnd outputis; of XOR gatesG3; (i=1,

2,..., 7) are set to high. In test mode the control part of the adder is identical to an AND

. b
o
—| |_

Figure 7.6: Transistor level implementation of the NAND/INV gate
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gate with outpuhCVout; as shown in Figure 7.7. Stuck-at faults in such a circuit can be
detected easily by a standard setrsfl() tests for am-input AND gate: one ‘all ones’

test anch ‘running zero’ tests. For the circuit illustrated in Figure7. Note that sig-
nalnSart is a control signal which must be returned to zero after the application of each
test vectarMoreovey the application of 7 ‘running zero’ tests detects whether or not all

gatesG2 of the control part perform as inverters.

To detect stuck-at faults on th&art; — Ack path (=1, 2,...,n) in the control part of the

i-th 1-bit adderthe following test algorithm can be used:
1. i=1.
2. Tst=0; hs=0; hs=1 (for allj # i).

3. Tst=1. GateG2 performs as a NAND gate whereas ga& (j # i) perform as

inverters (see Figures 7.3 and 7.4).
4. SignalnSart is set to low and then to high.

5. If output Ack has been changed twice, paftiart; — Ack is fault free, then go to step

6 else go to step 9.

nStart nCVout,

:)h_ClVoutz
hs, I_: nCVout,

Figure 7.7: Control part of the single-rail 8-bit adder in test mode.

hs,

}Ack
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6. i=i+1.

7. If i > nthen go to step 8 else go to step 2.
8. The circuit is fault free. Go to step 10.

9. The circuit is faultyGo to step 10.
10.End.

In summarythe logic testing of the asynchronous adder illustrated in Figure 7.2, which
contains the testable 1-bit adders shown in Figure 7.4 fisuttifdue to the test com-

plexity of its control part. For instance, 8 test vectors are required to test the data path of
the adder whereas the number of tests required to test the data dependent control part is

almost twice this number

7.4  Dual-rail implementation of an asynchronous adder

A dual-rail implementation of an asynchronous 1-bit adder is shown in Figure 7.8a. It
contains a single-rail to dual-rail data conversion bl&XQ), dual-rail and single-ralil

XOR gates and a dual-rail multiplexer

The single-rail conversion block modifies the single-rail data from irfpatisdB into

the dual-rail data format. A gate level implementation of the conversion block is shown
in Figure 7.8b. When signalart is high the outputs of the conversion block are kept
low. If the data is ready to be transmitted to the adder sn§iel is set low and the sin-
gle-rail data from inputé& andB is converted into the dual-rail format. Designs of the
dual-rail multiplexer and XOR gate are illustrated in Figures 7.8c and 7.8d respectively
The use of symmetric C-elements in the design of the XOR gate ensures its delay-insen-
sitivity which, in turn, simplifies its testing. As was mentioned above a stuck-at fault on
the inputs of the symmetric C-element is equivalent to the corresponding stuck-at fault

on its output.
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Figure7.8: Implementations of a) a dual-rail asynchronous 1-bit full adder; b) a
conversion element between single-rail and dual-rail data encoding; c) a dual-rail
multiplexer; d) a dual-rail XOR gate.

The single-rail resultSum) of addition is produced by XORing signdaln[1] and
hg[1]. Note that a control part which indicates whenddrey-out signals are ready is no
longer needed. The completion of the addition is identified by a rising transition on one

of thecarry outputs.

An example of the dual-rail implementation of an asynchronous 8-bit adder is shown in
Figure 7.9. The inputs and outputs of the adder are single-rail encoded. When a single-
rail data is ready on inputs, B andCin acknowledge signal8ckA and AckB are set

high. As a result, signalStart goes low and addition is started. The output data is ready

if the dual-rail carry outputCput[ 1] andCout[Q]) of all the 1-bit adders are thfrent

which is indicated by a rising transition on outpuk. The actuatarry output is taken

from outputCout,[ 1] of the last 1-bit addeAfter latching the outputs of the adder the
environment returns request sigial to zero. Acknowledge signals go low and signal

nSart is set high. As a consequence, all the outputs of the adder are set to zero.
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Figure 7.9: Dual-rail implementation of an asynchronous 8-bit adder

A fault analysis of the dual-rail implementation of the 8-bit adder shown in Figure 7.9
was carried out usingMIC design verification tools developed by Genashor Corpora-
tion [Sim94, Ashki94]. The results show that the dual-rail adder is fully testable for its

stuck-at faults after the application of 29 test vectors during normal operation mode.

7.5 Hybrid implementation of an asynchronous adder

The implementation of the dual-rail asynchronous adder described in the previous sec-
tion requires more silicon area than that of the single-rail adder but it can be tested in its
normal operation mode. In this section a hybrid implementation of an asynchronous
adder is discussed. The design is called ‘hybrid’ because,,fgstlye of the blocks of

the adder perform using dual-rail input data and, secptid\nybrid adder has a control

part similar to that of the single-rail addés a result, the high level implementation of

the hybrid adder is identical to that of the single-rail adder

The implementation of a hybrid 1-bit full adder is illustrated in Figure 7.10. It converts
the single-rail data from inpus andB using the conversion block which is controlled

by the active lowstart signal iStart). Outputhg[1] of the dual-rail XOR gateXorD)
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Figure 7.10: Hybrid implementation of an asynchronous 1-bit full adder

controls the single-rail multiplexeMX) which connects thearry input of the adder or
outputA[ 1] of the conversion block to its output. The control part of the adder uses both
outputs of the dual-rail XOR gate to generataay-valid signal which is active high.
Whenhg[0]=1, i.e., inputsA andB are equal, outpuEVout of the adder goes high indi-
cating the completion of the addition. When input BiesndB are diferenthg[1]=1 and

the symmetric C-element is primed (see Figure 7.10). The output of the C-element is set
to high when inpu€Vin goes high. As a result, a rising event is generated oD\

output of the adder

As was mentioned above the design of the hybrid asynchronous adder is similar to that
of the single-rail adder shown in Figure 7.2. When the data is ready on the inputs of the
adder signahSart is set to zero and the input data is converted to the dual-rail format.
The completion of the addition is indicated by a rising event on oAgbuaf the multi-

input symmetric C-element. When tHart signal is returned to zero the data and con-
trol outputs of the adder are reset. In order to retureairg-valid output of the hybrid
asynchronous adder to zero all the symmetric C-elements in the control paths of the 1-
bit adders must be set to zero (see Figure 7.10). g@ll] (i=0, 1, ... , 7) were set to

one all C-elements in the control part of the hybrid adder are returned to zero sequen-
tially starting from the first 1-bit adder and finishing in the last one. This is the worst

case performance of the hybrid asynchronous adder
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A fault analysis of the hybrid asynchronous 8-bit adder shows that all its stuck-at faults
are testable and fault detection requires the application of 33 test vectors during its nor-

mal operation mode.

7.6 A case study of an asynchronous comparator

In this section the design of an asynchronous 8-bit comparator is considered. The com-
parator is used as a comparison block for a pair of 8-bit input vectors in an asynchronous
block sorter the implementation of which is described in chapter 8. Figurelldst

trates the design of the asynchronous compartta@ontains an asynchronous 7-bit

adder to perform subtraction of the data from inpuédB as follows

Cout = A+B+Cin (7.3)

whereA=A[7:1] andB=B[7:1].

The carry input of the adder is generated by ORing the least significant bits of 8-bit

operandsA andB, i.e.

Cin = A[0] OB[O] . (7.4)

If Cout is low thenA is greater or equal # otherwiseA is less tham. Note that the 7-
bit adder of the comparator does not produce the results of subtraction. The comparator
shown in Figure 7 lLperforms in a similar way as was described in previous sections for

a multi-bit asynchronous adder

The 8-bit comparator was designed and implemented usipghaduble metal CMOS
process with the help @adence CAD tools. Several versions of the comparator with
different implementations of its 7-bit adder have been simulated GHitigC design
verification tools. Simulation results are shown abl€ 7.3. The single-rail adder with-

out testability features is taken as a base for estimating the relative characteristics of the
other adder designs since it requires the minimal silicon area and demonstrates the high-

est performance. The performance of each version of the comparator was calculated in
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Figure 7.11: Asynchronous 8-bit compar ator

normal operation mode by applying an identical set of 128 tests generated by a pseudo-

random pattern generator.

According to the simulation results shown in Table 7.3 the comparator with the dual-rail
adder demonstrates the largest area overhead (138%) compared to the comparator which
uses the single-rail adder without testability features. The comparator with the hybrid
adder shows the lowest performance which is close to that of the dual-rail comparator.
The comparator with the testable single-rail adder demonstrates the minimal area over-
head and performance degradation but requires a specia test mode. The use of the
hybrid adder in the comparator brings a compromise between area overhead, perform-
ance degradation and testability. It is easy to test since 100% of its stuck-at faults are
detected in normal operation mode. However, it is 30% slower and itsimplementation is
almost twice as large as the comparator which uses the single-rail adder without testabil-

ity features.

7.7 Summary

Different designs of an asynchronous adder and their testability properties have been
investigated in this chapter. The single-rail implementation of an asynchronous adder is
least complex in terms of number of gates, and is fast, but it demonstrates low stuck-at

fault testability due to the logic redundancy inits control part. The logic testing of asin-
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Table 7.3: Smulation results of the comparator using different adder designs

. Ar No.
Adder design of the €%+ | Performance| AO2 | PDP, N
10 extra
comparator 2 ns/test % % .
mm pins
Single-rail untestable 3.85 24.15 - - -
adder testable 4.60 24.55 19 2 1
Dual-rail adder 9.17 30.48 138 26 0
Hybrid adder 7.40 31.50 92 30 0

a. AO is the area overhead
b. PD is the performance degradation

gle-rail asynchronous adder requires a special test mode to be implemented in order to

remove its logic redundancys a consequence, stuck-at faults which have not been

detected in normal operation mode can be identified in test mode. The dual-rail and

hybrid implementations of the asynchronous adder are fully testable for stuck-at faults

in normal operation mode but they require more area and exhibit lower performance.

The dual-rail implementation of an asynchronous adder is faster than the hybrid adder

but requires more silicon area. The dual-rail and hybrid adders can be used in asynchro-

nous VLSI designs where performance and area overhead are not critical but testability

in operation normal mode is important. The testable single-rail version of the adder can

be used in asynchronous VLSI circuits which can be tested in both normal operation

mode and test mode.
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Chapter 8 : The Design and Test of
an Asynchronous
Block Sorter

The design of an asynchronous block sorter and issues relating to its testability are dis-
cussed in this chaptefhe sorter takes an input data stream and sends it to the output
sorted in a descending ord&he scan test and BIST design methodologies are used to

implement the block sorter for testability

8.1 Design of the asynchronous block sorter

The design of the asynchronous block sorter is shown in Figure 8.1. It consists of a head
cell, 64 sorting cells and a tail cell which are connected in a chain [Farn95, FarnTR96].

All these blocks are fully asynchronous and operate autonomously

The head takes 16-bit vectors from its input and passes 17 bit vectors to the first sorting
cell. An extra boolean flag is added by the head to the input data. The first 63 input vec-
tors have zero flags and only the last 64-th input vector has a boolean flag set to one.
Flag one means the end of the block. The head contains an asynchronous modulo-63
counter which counts the number of input vectors passing through it. After completing
63 handshakes the head takes the last input vector and changes its boolean flag to one.
When 64 input vectors have been passed through the head to the first sorting cell the

head is ready to take a new block of input vectors.

Each sorting cell of the block sorter compares the 8 most significant bits of each new

input vectot with a value stored in a register within the cell. Afterwards, each cell

1. According to the specification of the block sorter
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Figure 8.1: High level design of the block sorter

passes the minimum vector to its output and stores the maximum one in its internal reg-

ister. As a result, the set of 64 input vectors are stored in 64 sorting cells in a descending

order

The sorted block of 64 17-bit vectors are sent to the tail. The tail strips the boolean flag

off its input value. The dngram program for the asynchronous fstage block sorter

and handshake implementations of its basic components can be found in Apgendix E

All the sorting cells of the block sorter are identical. A block diagram of the sorting cell

is shown in Figure 8.2. When a new block of input data is sent by the head to the sorting

cells, the first 17-bit input vector of the block is passed fronbthenputs to the inputs

of multiplexerMX1 and registeReg2. Note that the first vector of each new block of
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Figure 8.2: Block diagram of the sorting cell

1. By courtesy of Craig Farnsworth.
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data is always stored in registeegl first. A new input vector is latched by register

Reg2.

The 8 most significant bits of registeRegl and Reg2 are compared by comparator
CMP. The design of the comparator was considered in chapter 7. In particalaom-
paratorCMP was designed using the hybrid implementation of its asynchronous adder
The result of the comparison is stored in ldtalthich controls multiplexeMX2. If the

value stored ifRegl is greater than or equal to the current valugeg then the state of
latchL is zero and the vector writteniReg2 is sent through multiplexéiX2 to the out-

put of the cell. If the value d®egl is less than the value writtenfReg2 then the state of
latch L is changed to one. As a result, the contentBegl are passed through multi-
plexer MX2 to its outputs. The contents Bég2 are copied intdRegl and the cell is
ready to write a new vector iniReg2 in order to compare it with the contentsRefy1.

The sorting procedure described above is repeated.

8.2  Testing the block sorter

8.2.1 Fault model

To design the asynchronous block sorter for testability we assume the stuck-at fault

model. In particular we consider two types of stuck-at faults:
» gate level stuck-at output faults inside the control circuits of the block sorter;

» gate level stuck-at faults (including stuck-at input and output faults) inside the data

processing blocks of the sorter

Stuck-at faults on the control wires of the sorter are detected during its normal operation
mode since they violate the handshaking protocol causing the whole circuit to halt
[Dav90, Ron94]. The detection of stuck-at faults on the data paths of the circuit requires
more care to be taken since they may or may not manifest themselves by producing

wrong responses on the outputs of the block sorter
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8.2.2 Testable implementation of the sorting cell

The testing of data paths inside sorting cells ificdit since the controllability and
observability of their internal nodes arefeient and dependent on the position of each
cell in the chain. The testability of the block sorter can be increased by making the states
of the registers inside the sorting cells controllable. One of the approaches to increase

the controllability of the memory elements of the circuit under test is scan testing.

In principle, the scan testing technique assumes that all the registers of the testable
design can be transformed into a shift register to scan the test vectors in and scan the test
results out. As can be seen from the design of the sorting cell (Figure 8.2) the main data
processing block which must be tested is the compai#terfull scan test implementa-

tion of the sorting cell requires the use of mastave registers instead Begl and

Reg2 which efectively doubles their sizes. These registers would be used just to scan
the test vectors in since the test results are not stored in them (Figure 8.2). Thus, the use

of scannable registers is nofigient to test the sorting cell.

The structure shown in Figure 8.3 uses the system data paths of the sorting cell to send
test vectors to registeRegl andReg2. The state of latch can be observed on an addi-

tional outputCmpRes. An extra multiplexeMX3 is required to send either test or nor-

OpMode 1 MXl;%g:>
k 8 17
>CMP =
8 17 8

Regl

Y
-

CmpRes
o ——p

Din[8:0
[]|: jj>:\ Dout[16:0]

17
MX2 :,I>
:: || [:> .
17 /

Figure 8.3: Testable sorting cell

Reg2
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mal 8-bit input vectors to the registers of the cell depending on the mode of operation.
An additional boolean sign&pMode, which is high in test mode, controls multiplexer
MX3.

In test mode multiplexevX3 passes 8-bit test vectors to the inputs of multiplé&st

and registeReg2. The first and the second test vectors are written in the corresponding
latches of registerRegl and Reg2 respectively The data on buBin[8:0] remains
unchanged since it is not used to test the compassiter the application of the pair of
test vectors the test result is stored in lat@nd can be observed on its out@utpRes.

Thus, stuck-at faults inside the comparator can be detected during test mode.

The sorting cell is set to normal operation modpMode=0) to test the rest of the cir-
cuit. Two blocks of tests are required to detect stuck-at faults on the data paths of the

sorting cell:
» ablock of ‘all ones’ tests;
» a block of ‘running one’ tests which starts with ‘all zeros’ test.

The first block of tests detects all stuck-at zero faults on the data paths involved in trans-
ferring the data to the outputs of the cell except the internal bus which connects the out-
puts ofReg2 with the inputs of multiplexeMX1. The second block of tests detects the

rest of the stuck-at faults which have not been identified by the previous test block.
Since the test blocks must be applied to the inputs of the block sorter the size of each test

block must be equal to the number of the sorting cells, i.e., 64.

8.2.3 Design for testability of the block sorter

Figure 8.4 illustrates the scan testable implementation of the asynchronous block sorter
The operation mode of the circuit is changed asynchronously along a two-phase
ChMode2 channel. The mechanism for changing the operation mode of the block sorter

will be discussed later
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In normal operation mode, the two blocks of test vectors described above are applied to
inputsDin of the sorterAs a result, stuck-at faults on the control lines and the data paths
of the block sorter are tested including the head and the tail of the block Boeterext

step is to test internal gate stuck-at faults of the comparator inside each sorting cell.

In test mode, test patterns are sent to the block sorter by the scan-in block. When a new
test has been scanned into the scan-in block it is applied to each sorting cell in parallel
since all cells are identical. The test results are mixed by a 64-input XOR gate and
observed on its outpMixCmp. In the presence of a single stuck-at fault inside the com-
parator of any sorting cell the outpMixCmp will be changed to one during the test.

OutputMixCmp remains zero all the time during the test for the fault free block sorter

8.3 Procedure for changing the operation mode

As was mentioned earlier a handshake circuit is a network of handshaking components
which communicates via its channels. Each channel consists of a set of at least two
wires (a request and an acknowledge wire) along which apftase communication
protocol is performed. If the component performs a particular data processing operation
an additional wire or a set of wires can be included to pass the data in and out. A trans-
mission of signals along a channel can be made only after the receiver has confirmed the

receipt of the previous transmission.
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implementations

States of asynchronous circuits ardiclifit to control since they operate autonomously

All the cells of the asynchronous block sorter are fully autonomous blocks which can be
in any state during their operation. In order to set the sorter to test or normal operation
mode one must be sure that the circuit cells are em@tythe sorter has processed the
current block of input data and ready to take a new one. The procedure for changing the
operation mode of the circuit must be asynchronous since the cells of the sorter enter

their empty states asynchronously and deddht times.

An arbiter can be used to identify the situation when the circuit is effipgyarbiter

takes a request for changing the operation mode of the circuit and waits until the circuit
goes to the empty state. When it happens the arbiter serves the request and changes the
operation mode of the circuit. A symbolic representation andgdbase high level

design of the arbiter are shown in Figure 8.5a and 8.5b respeciifielarbiter has two

passive & andb) and two actived andd) channels. If a request has arrived atahe

input of the arbiter first the corresponding request signal is generatedaproltput

(see Figure 8.5b). After the completion of a handshake along chanaetsc a new

request generated on theinput can be served along chandel

A gate level implementation of the fephase arbiter is illustrated in Figure 8.5c.

Request signals generated on RieandR2 inputs are stored in the RS flip-flop imple-
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mented using two NAND gategl( andg2). The sources of the tgptype transistors in
CMOS implementations of the two-input NOR gaj8sindg4 are connected to the out-

puts of gateg2 andgl respectively (these connections are marked Wjion gateg3
andgd4). Initially, all the inputs of the arbiter are reset. As a result, the outputs of the RS
flip-flop are high and th&1 andG2 outputs are lowlf a rising event is generated first

on theR2 input of the arbiter the output g is reset preventing the output of NOR gate

g3 from being set to high (thg-stack ofg3 is disabled). Th&?2 output is set to high.
When theD2 input has set to high the outputgf is reset ands2 goes to lowAfter-

wards, theR2 signal is returned to zero setting the outputs of the RS flip-flop to high.
When theD2 input is reset the arbiter is ready to serve another request. A request gener-

ated on th&1 input is served in a similar way as a request ofRgheequest.

A fragment of the chain of the 64 sorting cells is shown in Figure 8.6. Each sorting cell
contains an arbiter (A) which is placed after the repeater (*). The left communication
channel of the arbiter serves requests when the cell is empty and ready to process a new

data item. The right channel is used for changing the operation mode of the circuit.

In normal operation mode, the sorting cells enter their empty states sequentially starting
from the first cell in the chain. Therefore, each cell which has changed its operation
mode to test mode must generate a request to its right neighbour cell. The sorting cells
are tested concurrently in test mode. Thus, a request to set the operation mode of the
cells to normal mode must be applied to all the cells in parallel. This requires the use of
a multiplexer Mx) to steer the proper request signals to each sorting cell (see Figure
8.6).

Initially, the Boolean signdflodeReq is low and storage elemeévjtwhich is the same as

the one shown in Figure 1.8d but without the control signals in its output chansel

reset. Operation mode sigm@pMode is low and the case element (@) is switched to
normal mode where its passive port is connected to its activBl@onCh2. The sorting

cells are activated along their activation channels marked[WitSignalModeReq is

set to high in order to change the operation mode of the block sorter to test mode. As a

result, a request signal is generated on igiReg. The arbiter of the first cell waits until
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Figure 8.6: Procedure for changing the operation mode of the sorting cells

a handshake is completed on its left channel to activate its right channel. When the first
cell is empty the output of the storage eleméistset to one@pMode=1). The case ele-

ment connects its passive port to its active pesttCh. An acknowledge signal is gener-

ated on outputAckO of the first cell which generates a request signal for the multiplexer

of the second cell. When the second cell is empty the arbiter activates its right channel in
order to change the operation mode of the cell. Once the second cell is set to test mode it
produces a request on its outpéckl for the third cell. The procedure for changing the
operation mode for the rest of the cells is repeated until the last cell is set to test mode.
An acknowledge signal generated on outpitk63 of the last cell indicates that signal

GReq can be returned to zero. When sigbAtk63 is returned to zero all the sorting

cells can be tested.

The design of the multiplexer of theh sorting cell is illustrated in Figure 8.7. When

ModeReg=1 the multiplexer connects théck signal from thei¢1) cell to thec, output.
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Figure 8.7: Implementation of the multiplexer

If the signalModeReq is reset a request from tldReq input is passed to the output of
the multiplexer Note that acknowledge signals are passed frorothout of the mul-

tiplexer to itsLAck; output.

The block sorter is set to normal operation mode when boolean BlgdeReg=0. As a

result, the multiplexers of the sorting cells are switched to pass a request signal from
input GReg to the right channels of their arbiters in parallel. When the cells are empty
the Boolean sign@pMode is set to low an6Req goes to high. Once acknowledged by

a rising event on outputAck63 of the last cell signaGReq can be returned to zero.
WhenGReg=0 and thd.Ack signals of all the sells are returned to zero the block sorter
can operate in normal mode. Note that the use of acknowledge IshpkéB ensures

the correct fulfilment of the procedure for setting the sorting cells to normal operation

mode since all the cells operate in parallel during the test.

In the presence of a stuck-at fault on in@Req or a stuck-at-1 fault on thidodeReq

input of a multiplexer the corresponding cell will not be set to normal mode which even-
tually causes the block sorter to halt. A stuck-at fault orLfugk input or a stuck-at-0

fault on theModeReq input of a multiplexer prevent the corresponding sorting cell from
being set to test mode. These faults can be easily identified by causing the block sorter to

halt.

The BoolearModeReq is a two-phase signal which is high in test mode and low in nor-
mal operation mode. Since the whole circuit operates usingpfase signalling a
mechanism for converting the two-phase signal into apbase one is required (see

Figure 8.8). In the initial state the toggle element is reset and the inputs of the circuit are

Page 202



[] ModeAck «4
ChMode2 [J > GReq

[ 1 ModeReq ?)DJ [] ChMode4

Toggle [¢— LACk63 []

Reset |

Figure 8.8: Mechanismfor converting a two-phase signalling along channel
ChMode2 into a four-phase signalling along channel ChMode4

low. A rising event on the ModeReq input is transmitted to the GReq output which isa
request for changing the operation mode of the circuit. An acknowledge signal on the
LAck63 input changes the dotted output of the toggle element to one. As a result, the
output of the XOR gate goes low and the GReq signal is returned to zero. When the
acknowledge signal LAck63 has returned to zero the toggle element steers arising event
to its output ModeAck. Thus, the two-phase signalling protocol is completed along chan-
nel ChMode2 after the completion of the four-phase signalling protocol along channel
ChMode4.

8.4  Test application

8.4.1 Scan testing

Test vectors for the sorting cells are generated by the scan-in block, the handshake
implementation of which is shown in Figure 8.9. The scan-in procedure is activated
along the activation channel marked with []. This signal is steered by the two sequenc-
ers and triggers the passive port of the modulo-8 counter (#8). The modulo-8 counter
has been implemented according to the methodol ogy described in [Kess94]. The counter
activates the passive port of the bit-serial shifter (BS) 8 times.

A four-phase implementation of the asynchronous shifter is illustrated in Figure 8.10.
When the test bit is stable on the scan-in input the Rin signal goes high. As aresult, the
test bit is shifted into the shift register SReg. After the completion of handshakes along
the input and output control channels the bit-serial shifter isready to shift anew databit.
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Figure 8.9: Handshake implementation of the scan-in block

Once the test vector is shifted into the shifter BS the counter completes a handshake
along the left channel of the bottom sequencer (see Figure 8.9). As aresult, the contents
of the shift register SReg are copied into the 8-bit storage element (V8). Thus, the top
sequencer activates the transferrer which passes the contents of the storage element to
the Scan-out channel. If the environment is ready to accept the data from the Scan-out
channel the data from the outputs of the storage element is transmitted to the outputs of

the scan-in block.

When a handshake has completed a ong the Scan-out channel the scan-in block activates
its Scan-in channel and the procedure of scanning in a new test vector is repeated. The
8-hit storage element is used in the scan-in block to reduce the power dissipation of the

block sorter during the scanning in procedure. In the absence of this buffer the fre-

Scan-in > Scan-out

1 SRegI>
8

Rin |7 Rout
i R . .

. >
Ain Aout
<

Figure 8.10: Four-phase bit-serial shift register
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Scanin: proc(scan_in?(0 .. 1) & scan_out!(O .. 28 1))
begin
testhit: var (0.. 1)

scantest, v8: var (0.. 28~ 1)

forever do
for 8 do
scan_in?testhit;
scantest: =< <testbit.scantest.7. ... .scantest.1>>
od
Vv8:=scantest;
scan_out!v8
od

end

Figure 8.11: Procedure Scanln performed by the circuit shown in Figure 8.9

guently changing outputs of shift regisgteg would drive a lage capacitance made by

the test inputs of the 64 sorting cells during the shifting in operation.

Figure 8.1 shows an example of t&eanin procedure written in theahgram language.
The procedure has the varialikstbit, which is used to store a new data bit to be
scanned in, and variablesantest andv8 used to store the scan test vecidrescan in

input channel is activated 8 times to shift the scan data frotedb# variable into the
scantest variable {or 8 do command). Once the shift operation is completed the content
of the scantest variable is copied into theB variable. As a result, the content of tl&

variable is transmitted along teean_out channel to the environment.

The test vectors for the comparator have been obtained using a set of automatic test gen-
eration program tools developed atgia Polytechnic Institute [LeeTR93]. A set of
18 pairs of 8-bit test vectors has been generated which detects all single stuck-at faults at

the gate level representation of the comparator (see Figne 7.1

8.4.2 Built-in self testing

In the design of the block sorter with BIST features the scan-in block of the scan testable

block sorter (see Figure 8.4) is substituted by the pseudo-random pattern gefikreator
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request-driven pseudo-random generator shown in Figure 6.3b was used in this BIST
design. Note that the scan-in input used in the scan testable design is no longer needed in

the implementation of the block sorter with BIST features.

An exact fault simulation analysis of the comparator illustrated in Figutewa$ car-

ried out with the help of th&MIC fault simulator As a result, three hard-to-detect
faults have been found=3) which have the minimal random pattern detection proba-
bility (pg=1.95 x 10_3). In order to calculate the upper bound of the random pattern test
(L) formula (6.2) can be used. The calculation results showedl #1541 and_=2920

for p=0.9 andp=0.99 respectivelyThe fault simulation results demonstrated that the
application of 1000 pairs of 8-bit random test vectors is enough to detect all stuck-at

faults inside the comparators of the sorting cells.

8.5 Simulation results and cost comparisons

The scan testable and BIST versions of the block sorter were designe€Cadinge
CAD tools and simulated usir@MIC design verification tools developed by Genashor
Corporation [Sim94], [Ashki94].

8.5.1 Scan testable design

According to the scan test approach described above all test vectors are scanned into
registerSReg of the scan-in block. The outputs of the scan-in block are shared by all the
sorting cells under test. The use of the system data paths of each cell in test mode
reduces the cost of the scan procedure. Since the sorting cells are identical the test vec-
tors can be applied to their inputs in parallel which makes the test procedurefemre ef
tive. Note that the scan-in block is a fully asynchronous circuit which performs
autonomouslyThis means that while the first test is sent to regi&eg$ of the sorting

cells (see Figure 8.3) the scan-in block can shift the second test in. As a result, the total

test application time is reduced.
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According to the simulation results shown @ble 8.1 the minimum application time of

one pair of tests to each cell is 251ns. The area overhead for the scan testable design is
15.9% compared with the original version of the block sorter without testability fea-
tures. In normal operation mode, the overall performance of the testable block sorter is
degraded by 4% since extra components such as multiplexers and control handshake
components are added to the original design. The average dynamic power consumption
is equal to 28.4nJ per input vector in normal mode which is 7% more than that of the
original version. In test mode the average dynamic power consumption of the testable

sorter is equal to 27.8nJ per pair of tests.
A maximum of 8 extra pins are required to implement the scan testable sorter:
» 2 pins for the signalslodeReq andModeAck of the two-phase chann€hMode2;

» 3 pins to implement th&an-in channel and 3 pins for the channel along which the

test results are observed.

The number of extra pins for the implementation ofSten-in channel and the result
observation channel can be reduced by sharing some of the system channels using select

blocks and multiplexers. As a result, the number of extra pins is reduced to 2.

8.5.2 Built-in self test design

The scan-in block in the BIST version of the block sorter was replaced by the asynchro-
nous pseudo-random pattern generator based on the 16-bit LFSR. The following deriva-

tion polynomial was used to design the LFSR:
F(X) = 1+ X+ x X+ X°.

Although the generator produces a new test vector at the time when a new request
arrives at its input the generation time of a random test vector is less than the time
required to shift a test into the scan-in block which operates autonomblslgimula-

tion results shows that the application time of a pair of random test vectors to each sort-

ing cell is 92ns which is 2.73 times less than that of the scan testable version. The area
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overhead of the BIST design is 15.4% compared with the original version of the block
sorter. In test mode, the average dynamic power consumption of the BIST sorter is equal

to 30nJ per pair of tests.

The maximum number of extra pins required to implement the BIST design is 5 since
there is no need for the Scan-in channel. Thus, the minimum number of extra pinsis
equal to 2. Simulation results of the BIST version of the block sorter can be found in

Table 8.1.

Table 8.1: Smulation results and cost comparisons

No. pch
Block | NT2 | T1P | PD¢ | T29 | pairs | SAS | AO! NEP? nJ
Sorter k ns % ns of mm? %
tests Max | Min NM ™
Original 109.1 | 66.7 n/a n/a n/a 14.50 - - - 26.5 -
Scan test 126.7 69.7 4 251 18 16.81 15.9 8 2 28.4 27.8
BIST 126.5 69.7 4 92 1000 16.77 15.7 5 2 28.4 30.0

a. NT isthe number of transistors

b. T1 isthe minimum application time of one input vector in normal operation mode

c. PD isthe performance degradation

d. T2 isthe minimum application time of a pair of test vectorsin test mode

e. SA isthesilicon area

f. AO isthe area overhead

g. NEP isthe number of extrapins

h. PC is the average power consumption per test in normal mode (NM) and test mode (TM)

8.6 Summary

It has been demonstrated how the asynchronous scan testing and BIST techniques can
be applied to design testable asynchronous circuits with regular structures. A case study
of an asynchronous block sorter has been presented. The sorter has been designed using
handshake components and post-optimized to achieve a minimal silicon area after its
compilation. The structural regularity of the block sorter makes it possible to test all of
its sorting cells in parallel sharing a common source of test vectors. This increases the
test performance of the circuit. The operation mode of the testable block sorter is

changed asynchronously using a two-phase communication channel.
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Single stuck-at output faults on the control paths and all single stuck-at faults on the data
paths of the sorter have been considered. The block sorter is tested for faults on its con-
trol lines during normal operation since these faults cause the whole circuit to halt.
Stuck-at faults on the control wires, which are not used in test mode, and on the data
paths along which the datais transferred are detectable in normal mode by applying two
blocks of test vectors. The test mode of the block sorter has been designed to test stuck-
at faults inside the comparators of the sorting cells and to reduce the test application

time.

Two different test circuits have been described. Each testable implementation of the
block sorter imposes different penalties. Compared to the scan testable block sorter, the
BIST version demonstrates approximately the same area overhead and average power
consumption per test, fewer extra pins and a lower application time for a pair of tests.
However, the number of random tests which must be applied to the test inputs of each
sorting cell is much higher than the number required for scan testing. As a consequence,

the total test application time is higher when random testing is used.

Fault ssimulation results reveal 100% testability of both single stuck-at output faults at
the high level representation of the block sorter and all stuck-at faults inside data

processing blocks of its sorting cells.
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Chapter 9: Conclusions and
Future Work

9.1 Conclusions

A resugence of interest in asynchronous VLSI circuits has been engendered by their
potential ability to eliminate the clock skew problem, achieve average case perform-

ance, provide component modularity and to reduce power consumption.

Two asynchronous design methodologies have been considered in this thesis: micropi-
pelines and handshake circuits. The micropipeline approach creates a powerful design
framework for implementing complex asynchronous circuits such as microprocessors.
Handshake circuits can be designed easily from their high level specifications written in

the Tangram language.

Major silicon producers such dstel, Philips, Sun Microsystems, etc. have already
started to use asynchronous design methodologies in order to build chips with new prop-
erties which could compete in a market traditionally dominated by synchronous circuits
[Berk94, SproTR94]. Howevethe testability issues of asynchronous VLSI circuits
must be addressed before their commercial potential can be realiaddional fault

models such as stuck-at and stuck-open models can be used to describe the fault behav-

iour of an asynchronous circuit.
The testing of asynchronous circuits is aggravated by the following main factors:

» the presence of a @@ number of state holding elements in asynchronous circuits

makes test generation harder;
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» the absence of any synchronization clock decreases the controllability of the states of

the asynchronous circuit;

 logic redundancy introduced into the asynchronous design in order to ensure its haz-

ard-free behaviour makes the detection of some fauftsudifor even impossible.

Asynchronous DFT techniques are required to reduce the otherwise high costs of test
generation and test application and to increase the coverage of faults in asynchronous

VLSI circuits. Before choosing a particular DFT method one must estimate:

» the impact on the original design (increase in silicon arésgtefn performing calcu-

lations, testability of extra logic, etc.);

» the complexity of the DFT implementation;

» the efect on test pattern generation (reduction in CPU time, improved fault coverage,

etc.).

One promising application area for asynchronous VLSI circuits is in portable designs
since they have a potential for low power consumption. As was shown in this thesis the
DFT methodology and design for low power are in direct conflict, i.e., more testable cir-
cuits dissipate more powerhe resolution of this lies in the separation of the ciguit’
normal operation and test modes. Howetlee presence of extra logic elements incor-
porated into the testable circuit design increases its overall power dissipation in normal
operation mode. As a result, the dynamic power dissipation of the testable design must

be taken into account when the circuit operates in its normal operation mode.

Testable CMOS designs for symmetric and asymmetric C-elements have been consid-
ered in this thesis. The proposed structures for C-elements provide for the detection of
line stuck-at faults and transistor stuck-open faults. The testable CMOS implementa-

tions of the C-elements allow them to operate as:

« an AND or OR gate for the symmetric C-element;
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Table 9.1: Testability of micropipeline structures

. o Control paths Data paths
Micropipeline DFT is not required DFT is required
design 9 DFT is required for: a
for: for:
Two-phase stuck-at input and outpu - 1. Stuck-at input and
faults output faults.

2. Delay faults.

Fourphase (simple
latch control)

stuck-at input and outpu
faults

1. Stuck-at input and
output faults.
2. Delay faults.

Fourphase (semi-
decoupled latch con-
trol)

stuck-at output faults

stuck-at input faults

1. Stuck-at input and
output faults.
2. Delay faults.

» an AND gate or repeater for the OR-AND type of asymmetric C-element;
« an OR gate or repeater for the AND-OR type of asymmetric C-element.

Thus, the use of these C-elements reduces the test complexity of the asynchronous cir-
cuit by changing the sequential functions of the C-elements into combinational ones
during the test. A scan testable CMOS implementation of the symmetric C-element has

also been discussed.

The scan test technique is widely used to design testable synchronous circuits. In this
thesis, the scan test methodology has been used to design micropipelines for testability
The stuck-at fault and delay fault models were considegdule .1 shows comparison
results for the testability of dérent micropipeline structuresedting for stuck-at output

faults in the control parts of micropipelines is trivial since they cause the faulty micropi-
peline to halt while it performs in normal operation mode. Stuck-at input faults in the
control circuits of either two-phase micropipeline or four phase micropipeline with sim-
ple latch control can be detected in normal operation mode. Howibeetesting for
stuck-at input faults in the control part of the f@ivase micropipeline with semi-decou-

pled latch control requires the use of a special DFT technique presented in this thesis.
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Some stuck-at faults on the inputs of asymmetric C-elements used-phfage designs
cause premature firings on their outputs which afecdif to detect. These faults can be

identified by

» checking the order of events on the control lines of the circuit under test;

» applying a special test sequence of events to the control inputs;

» converting the asymmetric C-element into a symmetric one during the test.

Test vectors for detecting stuck-at faults in the combinational circuits of the micropipe-
lines can be derived using any known test generation technigstng for delay faults
in the data paths is important since they violate the bundled-data interface between the

stages of the micropipeline.

Asynchronous designs for a pseudo-random pattern generator and signature analyser
which operate according to either two-phase or-finase transition signalling have

been proposed.

Two structural (parallel and bit-serial) designs for random pattern testability of asyn-
chronous sequential circuits have been described. The single stuck-at fault model has
been considered. The testable sequential circuit designs have been implemented as two-
phase and foyphase circuits. In addition, handshake implementations of testable
sequential circuits have been discussed. The test complexity of sequential circuits
designed using these DFT techniques is reduced to the complexity of testing just their
combinational parts. Stuck-at faults in the control part of the testable two-phase sequen-
tial circuit cause the faulty circuit to halt in normal operation or test mode which is easy
to detect. A technique for testing stuck-at faults in the control of thepftage sequen-

tial circuit has been presented.

An asynchronous implementation of the BILBO technique has been demonstrated on a
micropipeline design with BIST features. The micropipeline can operate following

either two-phase or foyphase transition signalling. The proposed BIST micropipeline
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allows single stuck-at faults and delay faults to be detected in its combinational logic

blocks during the test.

A testability analysis have been carried out on designs of an asynchronous adder imple-
mented using single-rail, dual-rail and combined single-rail and dual-rail (hybrid) data
encoding techniques. Each adder design brindereift trade-ds between testability

for stuck-at faults, performance and area overhead.

It has been observed that stuck-at faults in the control part of the single-rail adder can
cause the adder to halt or cause premature and delayed firings. The detection of prema-

ture and delayed firings requires the adder to be set into a special test mode.

The hybrid implementation of an asynchronous adder does not require a special test
mode since all its stuck-at faults can be detected in normal operation mode and it dem-

onstrates a reasonable area overhead and performance degradation.

The scan test and BIST versions of an asynchronous block sorter designed as a hand-
shake circuit have been investigated. The testable implementations of the block sorter
require a low area overhead and exhibit 100% testability for stuck-at faults in its high
level representation. A novel technique for changing the state of the sorter has been

described.

9.2 Future work

The results presented in this thesis have reveal@dutlies in the testing of asynchro-

nous circuits which create the ground for new research in this area.

9.2.1 Testing control circuits

Automatic test generation for stuck-at input faults in quasi-delay insensitive and speed-

independent control circuits of high complexity is still a problem.

Also, there is the problem of identifying stuck-at input faults which cause premature fir-

ings in a circuit. Creating software which, when applied to the circuit during its design,
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could identify this kind of fault seems to be an important task. As a result of using this
software the regions in the circuit which have these faults could be identified at an early
stage of the design process. Thus, the identified parts of the circuit could be redesigned

in order to eliminate the hard-to-detect faults.

In addition, an investigation of possible DFT techniques which could facilitate the test-
ing for bridging and transistor stuck-open faults in order to increase the fault coverage
for fabrication faults in asynchronous control circuits seems to be an important field of
research. @stable CMOS designs of C-elements described in this thesis can be used to

detect these faults.

Testing asynchronous control circuits specified at high level using languages such as
communicating sequential processes (CSP) [Mart90] or graphs such agnal transition

graphs (STG) [Chu87] is another interesting field of future research.

9.2.2 Testing microprocessors

Two generations of asynchronous RISC processor (AMULET1 and AMULET2) have
been designed by the AMULET research group. Problems related to the testing of asyn-
chronous circuits have beendaly ignored. As a consequence, the commercial useful-
ness of the AMULET designs, which requirefeefive test procedures to be applied to

chips manufactured in high volume, remains.low

| believe that the design of a testable asynchronous microprocessor will bring the next
generation of AMULET design to the stage where industrial potential together with aca-

demic research can make a breakthrough in the low power microprocessor market.
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Appendix A : Testing of
Synchronous VLSI
Circuits

A.1 Test generation methods

A test procedure includes three basic steps: test generation, test application and response
evaluation. During test generation input patterns are derived to sensitize faults and prop-
agate fault décts to the observable outputs of the circuit under testt eneration
techniques can be divided into two major groups: algorithmic test generation methods

and random (pseudo-random) testing.

A.1.1 Algorithmic test generation

Most of the reported test generation methods produce test sequences by means of ana-
lysing the topological structure of the circuit under test. Such well-known path sensitiza-
tion algorithms as the D-algorithm [Lala85, Feug88], PODEM [Ben84] ahd F

[Chen89] have successfully been used for automatic test generation for VLSI circuits.

The concept of the path sensitization technique is illustrated in Figure A.1. The test der-
ivation algorithm for a stuck-at-1 fault on ligencludes three sequential steps marked

by circled numbers. During the first step lmhés set to lowOn the second step, a low
level signal is applied to inpu@tto justify the previous step. On the last step, the fault
effect of the stuck-at-1 fault on lirgtis propagated to outpetof the circuit by setting

line b to low. As a result, test pattern 00 is derived to detect the stuck-at-1 fault an line

Note that in Figure A.1 the logic value before the slash is the correct value for the fault-
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free circuit; the value after the slash is the fault response of the circuit in the presence of

the stuck-at fault.

As shown above, the process of path sensitization consists of three basic operations: jus-
tification, implication and propagation [Chen89]. Step 2 of the above example is justifi-
cation for generating a logic 0 on nodeln general, when a value is assigned to a
certain node, it may imply other signals for some lines of the circuit. The aim of the
implication procedure is to cause forward propagation of the result of the justification
step. For example, a low signal can be set ordlimg setting a one on line(see Figure

A.1). In this case the fefct of the fault on linel cannot be propagated through the NOR

gate to outpué. Therefore, the result of the justification step can be propagated only if a
low signal is applied to inp& The efect of the propagation process (step 3) is to move

the fault efect through a sensitized path to an output of the circuit.

The D-algorithm is one of the classical test generation methods which derives tests for
detecting stuck-at faults at the gate level circuit representation [Lala85, Chen89]. The
set of five elements {0, X, D, D} for describing signals is used to facilitate the path
sensitization process$ means unknownD represents a signal which is one in the
fault-free circuit and zero in a faulty circul is the complement db. The D-algo-

rithm consists of three parts: fault excitation and forward implication, D-propagation,
backward justification. On the first step the minimal input conditions are selected in
order to produce an error sign&l (r D) on the output (faulty node) of the logic ele-
ment. The forward implication process is performed in order to determine the outputs of
those gates whose inputs are specified. The goal of the D-propagation step is to propa-

gate the fault ééct to primary outputs by means of assigning logical values to corre-

Stuck-at-1

d
‘13 TAL©)

b| @ € wo

Figure A.1: Path sensitization technique
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sponding internal lines and primary inputs. In backward justification, node values are
justified from primary inputs. If there is a conflict in one of the nodes the backwards
consideration from the conflict node to the primary inputs is reiterated until the fault

effect (D or D) reaches at least one of the primary outputs.

Not all the stuck-at faults inside the circuit can be detected by path sensitization algo-
rithms. Logic redundancy is the reason why these faults cannot be detected. For exam-
ple, a stuck-at-1 fault on nodeof the circuit shown in Figure A.1 is undetectable since
there is no sensitization path from the fault site to ougpAs a result, in the presence

of the redundant stuck-at-1 fault on nadéhe faulty circuit produces correct results.

Clearly, the combinational circuit shown in Figure A.1 performs according to the fol-

lowing Boolean functiona [b + b. This function is redundant and equivalenate b

which is not redundant.

Thus, algorithmic test generation techniques allow both the generation of test vectors for
the detection of stuck-at faults in the gate-level representation of VLSI circuits and the

identification of redundant faults which are not detected by logic testing.

A.1.2 Random pattern testing

In random testing methods input patterns can be generated by a linear feedback shift
register (LFSR), a shift register with connections from some of the stages to the input of
the first element through an XOR gate [Need91]. A LFSR allows the generation of long
repetitive pseudo-random sequences, segments of which have properties similar to ran-
dom patterns [Davi81, ¥)87]. Pseudo-random sequences are more suitable for testing
digital circuits than truly random ones due to the possibility of repeating them for simu-

lation purposes.

LFSRs which generate pseudo-random sequences of maximal length can be described
by their primitive polynomials. Ih is the number of stages of the maximum-length
LFSR then the length of its output sequence is equdl to 2"~ 1. Tables of primitive

polynomials can be found elsewhere [MClus86, Russ89].
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Figure A.2: Four-hit pseudo-random pattern generator

Figure A.2a shows a fodnit LFSR which is designed using the following primitive pol-
ynomial ¢ (X) = 1+X3+x*. The pseudo-random sequences of maximal period
(M = 15) are generated on the register outputs. The initial state of the LFSR is
(Qg Q1 Q, Qg) =(1,1,1,1) . Note that the state of ‘all zeros’ is illegal for the LFSR

shown in Figure A.2a since it stays in this state forever

It is well known that for 100% testing of combinational circuits all binary input combi-
nations must be applied to their inputs. This approach is called exhaustive testing. Fig-
ure A.2b illustrates a modified version of the tbitr LFSR which cycles through all
possible 16 states including the ‘all zeros’ state. The use of the extra NOR gate forces
the LFSR to go through all its original states plus the ‘all zeros’ state which is produced
by the LFSR after passing the state 0001. The output sequence generated by such an
LFSR is shown in dble A.1. A modified version of a maximal-length LFSR can be used

for exhaustive testing [MClus86].

A.2 Response evaluation techniques

The main goal of response evaluation is to detect any wrong output of the circuit under
test. There are two basic approaches for achieving this goal: a good response generator

and compact testing.
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Table A.1: Sate sequence of the four-bit LFSR shown in Figure A.2b

State | Qp | Q1 | Q; | Q3 | State | Qp | Q1 | Q2 | Qs
0 0 0 0 0 9 1 0 1 0
1 1 0 0 0 10 1 1 0 1
2 0 1 0 0 11 1 1 1 0
3 0 0 1 0 12 1 1 1 1
4 1 0 0 1 13 0 1 1 1
5 1 1 0 0 14 0 0 1 1
6 0 1 1 0 15 0 0 0 1
7 1 0 1 1 16 0 0 0 0
8 0 1 0 1 17 1 0 0 0

A.2.1 Good response generation

Any faulty response can be detected by comparing good responses with output signals
produced by the test object. For instance, all good responses can be stored in a ROM.
After applying each test pattern to the circuit under test its output is compared with the
good one. If they are dérent the comparator will activate an error signal. Good
responses can easily be obtained by means of software-simulation of the VLSI circuit as
a part of the design verification stage [Russ89]. In comparison test technique, test pat-
terns are applied to the inputs of the circuit under test and a golden unit simultaneously

and the responses of both units are compared by the comparator

A.2.2 Signature analysis

The main drawback of the response evaluation technique is the necessity to operate with
a lage amount of output data during the testing of a VLSI circuit. In compact testing,
the output data is compressed into a compact form during the test. After the test is com-
plete the response of the circuit under test is compared with the compressed response of

the golden unit.

The most widely used compact testing method is signature analysis [Lala85, Russ89]. In
the signature analysis technique, the output data are compressed using a signature ana-

lyser built using a LFSR. The first practical realization of the signature analysis tech-
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nique as a method of detecting errors in output data steams produced by digital circuits
was pioneered by Hewlett Packard Ltd. [Hew77]. The compact forms produced by sig-

nature analysis are called signatures.

In compact testing, two kinds of signature analysers are used: serial and parallel signa-
ture analysers [MClus86]. A foistage serial signature analyser and a-ftage paral-

lel signature analyser are shown in Figure A.3 and Figure A.4 respeciivelgrial
signature analyser treats only one respo¥sei( at every clock whereas a parallel sig-

nature analyser compacts responses from multiple output streé@anvd (Y2, Y3).

The probability of a signature analyser failing to detect an error can be evaluated as
P=1/2", wheren is the number of flip-flops of the LFSR [Hew77, MClus86]. For the
16-bit signature analyser used by Hewlett Paclrd 1.5x10°. This confirms the

high quality of the signature analysis technique.
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Figure A.4: Four-stage parallel signature analyser
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Appendix B : Design for Testability
of Synchronous VLSI
Circuits

B.1 What is design for testability?

Design for testability (DFT) can be defined as a design philosophy that leads to decreas-
ing the cost of testing digital circuits and to increasing the fault coverage or fault isola-

tion.

There are two key concepts in DFT techniques: controllability and observability
[Lala85, MClus86, Cort87, Russ89urin90]. Controllability refers to the ease of pro-
ducing certain logic values on internal nodes of the circuit via its primary inputs.
Observability refers to the ease with which the values of the circuit nodes can be deter-
mined via its primary outputs. The degree of controllability of the circuit can be
increased by means of incorporating in it some additional logic elements and control ter-
minals. The easiest way to increase observability is to add some extra output terminals.
DFT techniques can be divided into three major groups: ad hoc strategies, structured

approaches and built-in self-test techniques [Russ89].

B.2 Ad-hoc techniques

The ad-hoc strategy is used to help designers of VLSI circuits to alleviate testing prob-
lems. Est engineers, using their experience, have developed a number of recommenda-
tions for enhancing the testability of VLSI circuits. Practical guidelines for designing

testable circuits can be found elsewhere [Ben84in®0]. All these recommendations
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Figure B.1: Using shift registersfor improving (a) control access; (b) observation
access

can be divided into two groups: guidelines which 1) make test pattern generation easier;

2) simplify test application and fault isolation.

It is known that primary access to subcircuits of a VLSI design is extremely limited. In
this case the use of multiplexers and demultiplexers can improve the controllability and
observability characteristics of the VLSI circuit. Demultiplexers and multiplexers incor-
porated into the VLSI circuit allow the test engineer to manipulate the data streams

inside the circuit using a special mode of operation (test mode).

Shift registers can be used to make internal nodes in the VLSI circuit more accessible
either for controllability or observability as shown in Figure B.1. A serial-in, parallel-
out shift register is used to set the circuit into a predefined state (see Figure B.1a). Figure
B.1b shows a parallel-in, serial-out shift register which is used to store test information

from internal nodes and to scan it out to a primary output of the VLSI circuit.

The addition of extra gates to block signal paths can be used to partition a VLSI design
into smaller subcircuits, provide facilities to break feedback paths, break up long coun-
ter chains and provide initialisation of stored-state devices for simplifying test genera-

tion. This technique has been described in detail [Ben84].
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B.3  Structural DFT approaches

Structural DFT techniques ensure the desired degree of controllability and observability
at the structural level of a VLSI circuit. Most of these structured approaches rely on the
concept that, if the latch variables can be controllable and observable within a sequential
circuit, then the test generation problem can be reduced to the testing of just the combi-
national logic. There are four main formal structural DFT methods: the scan path
[MClus86, Russ89], the level-sensitive scan design (LSSD) [Rice82, Lala85, Russ89],
the scan/set method [Russ89] and the random access scan technique [Ben84, MClus86].

In this Section the scan path and the LSSD design styles will be considered.

B.3.1 Scan path

The scan path approach assumes that during the test all the memory elements of the
sequential circuit are configured into a long shift register called the scan path. All the
memory elements of the circuit can be controlled and observed by means of shifting in
and shifting out test data along the path. The selection of the input source for the storage
elements can be achieved using multiplexed data flip-flops [MClus86] or two-port flip-

flops with two data inputs and two clocks [Russ89].

A scan path technique can be used to partition a VLSI structure into a number of less
complex subcircuits by ganizing the scan path to pass through a number of combina-
tional networks. The sequential depth of such a circuit is much less than the depth of the
original one which alleviates the test problem considerdblyest the scan path itself,

flush and shift tests are applied. The flush test consists of all zeros and all ones. The shift
test exercises the memory elements of the scan path through all of their possible combi-

nations of initial and next states.

B.3.2 Level-sensitive scan design

The LSSD design approach is based on two main concepts: level sensitigity scan

path. The first assumes that: 1) all changes in the circuit are controlled by the level of a
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System clock (C1) —p»

Scaninput (SI)  — L1 Sl — L>1
Shift clock (C3) —» C3 — |
L2 Cl— L2
System/Shift clock (C2)
—P

L2 > Cc2

a) b)
Figure B.2: Polarity hold latch a) symbolic representation; b) implementation in
NAND gates
clock signal; 2) the steady state response of the sequential circuit to an input state
change is independent of the rise and fall times and propagation delays of signals within
the circuit. The second concept of the LSSD technique assumes that the circuit must

incorporate a scan path.

Shift register latches (SRL) are used to implement all memory elements in LSSD cir-
cuits. Figure B.2 shows the symbolic representation of an SRL and its implementation
in NAND gates. In the normal mode of operation cl@3ds not activated and clockl

is used to write data to latdil. Output data can be taken frdrd or, if clock C2 is

used, fromL2. In test mode non-overlapping clock8 andC2 are used to shift data
from outputl2 of the previous SRL into latdtl (clock C3) with consequent copying of

the data from outputl into latchL2 (clock C2).

The basic LSSD configuration is illustrated in Figure B.3. In this structure the pair of
non-overlapping clock€1 andC2 is used to store the system data from the combina-
tional logic (CL) in the SRLs (normal operation mode). In test mode two sequences of
clocksC3 andC2 are applied to control and observe the states of all the SRLs by means
of transmitting the test data through the scan path (dotted line). Note that bath the

andL2 latches participate in the system function and during the test.

The basic algorithm for testing with the LSSD structure shown in Figure B.3 can be

written as follows:

1) Verify the operation of all the SRLs by applying flush and shift tests.
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> |
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cT |
c3 ScanOut
Scanin —>
C2

Figure B.3: LSSD structure

2) Load atest into the SRLs. The test is loaded from the scan-in port of the circuit and
shifted in serialy by means of clocks C3 and C2 alternatively activated.

3) Generate a test pattern on the primary inputs of the circuit and turn clock C1 on and

off. Asaresult, the response of the combinational network isstored in the L1 latches.
4) Pulsethe system clock C2 to rewrite the contents of the L1 latches into the L2 latches.

5) Pulse two sequences of clocks C3 and C2 to scan out the contents of the SRLs. Mean-

while a new test pattern can be loaded into the SRLs.

The test procedure described above is continued until the combinational logic has been
tested. The responses of the circuit are observed at the primary outputs and the scan-out
port. Test generation can be fully automatic since the tests must be produced just for the
combinational part of the LSSD circuit.
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B.4 Built-in self-test

In built-in self-test (BIST) VLSI designs the test patterns are generated by a circuit

included on the chip and the response analysis is also fulfilled by on-chip circuitry

There are two possible realizations of self-testihgf§itu and ExStu self-testing
[Russ89].InStu self-test structures use system registers to generate and compact test
data whereas tHexStu design uses registers external to the system function to generate

tests and analyse the responses of the circuit.

Built-in logic block observer

A classical example of InSitu self-test is the built-in logic block observation (BILBO)
technique [Lala85, MCIlus86]. This technique is based on the use of a BILBO register
which can be reconfigured to act as a pseudo-random pattern generator or as a signature
analyser within a VLSI circuit. The BILBO technique uses signature analysis in con-
junction with a scan path technique. The structure of a basic 4-bit BILBO element is
shown in Figure B.4. The function of the BILBO element is controlled by Biesnd

B2. The storage elements dpetype flip-flops. The inputs of the BILBO element are
usually fed by the outputs of the preceding combinational circuit, the outputs are con-

nected to the inputs of the following combinational network.

z1 72 z3 24
B1 | | |

—»
v, U U O
,
DFF1 DFF2 DFF3 DFF4
SDI I o) «:D’BD_ «ZDBD_ | 1D SEO

Figure B.4: Basic BILBO element
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Combinational J

> circuit 2

Combinational

> >
circuit 1 |

BILBO

E—

—»{ BILBO
—>

Generator Signature analyser

Combinational

:> circuit 1 >

Combinational J

circuit 2

BILBO
\/

—

—»| BILBO
—»

Signature analyser Generator

Figure B.5: Salf-testing structure with BILBOs

The BILBO register can perform in four modes:

1.B1=B2=1, System operation mode. The BILBO is configured as a set®flip-flops to

store the system states of a VLSI circuit.

2. B1=B2=0, Shift register mode. The BILBO functions as a long shift register forming a

scan path.

3. B1=1, B2=0, LFSR with multiple inputs. If all the inputs of the BILBO are fixed the
BILBO element shown in Figure B.4 is configured into a 4-stage pseudo-random pattern
generator (see Figure A.2). Otherwise the BILBO functions as the 4-bit parallel signa-

ture analyser as illustrated in Figure A.4.

4.B1=0,B2=1, Reset mode. The BILBO register is reset.

Figure B.5 shows how the BILBO technique can be used to test a VLSI circuit. Initially
one BILBO register works as a generator to stimulate the combinational circuit to be
tested. The second BILBO is used as a signature analyser to compress the responses of
the circuit under test. After a certain number of clocks the BILBO register that contained

the signature is reconfigured into a scan path register and the content is shifted out to

Page 228



compare with the signature of the golden unit. The roles of the BILBOs are reversed to

test the next combinational circuit.
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Appendix C:  Testable
Asynchronous Cells

This Appendix contains symbols, schematics and layouts for some cells designed for a
testable asynchronous libraiyhe presented designs have been implemented in CMOS
technology on aflm double layer metal process usi@gdence design tools and simu-

lated usingSPICE. In addition, nodal capacitances for inputs and outputs of the testable

cells calculated from their extracted layouts can be found in this Appendix.

Table C.1 contains the names of the testable cells and their meanings with the corre-

sponding figures where they can be found in this thesis.

Table C.1: Names of the testable cells and their meanings

Cell name Meaning Figure
MullerC2_stat Symmetric C-element 4.1b
tst C2 Symmetric C-element testable for stuck-open faults 4.2
tst_safC2 Symmetric C-element testable for stuck-at faults 4.3
static_asy_mullc_nb OR-AND type asymmetric C-element 4.4
static_asy_mullc_pb AND-OR type asymmetric C-element 4.5
tst_stat_asyC2_nb| OR-AND type asymmetric C-element testable for stuck- 4.6a
open faults
tst_stat_asyC2_pb| AND-OR type asymmetric C-element testable for stuck-  4.6b
open faults
tst_saf asyC2_nb | OR-AND type asymmetric C-element testable for stuck- 4.7
at faults
tst_scanC2 Symmetric C-element with scan features 4.8
scan_latch Scan latch 5.4
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Library "olegs":
| CF MullerC2_stat

Symbolic Load Information

Area in microns squared = 27.500 * 47.5 !Format Type= Olod= Part=
Load  3.48916e-14 ‘a
e Load  3.84306e-14 b’

Load 4.5572e-14 'c'
Load 1.23073e-13 ‘6’
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Library "olegs":
1 C )= tst C2

»D-
P»n
Symbolic Load Information
Area in microns squared = 32.250 * 47.5 !Format Type= Olod= Part=
Load  3.47469e-14 ‘a
Load  4.41205e-14 b’
Load 2.0685e-14 'c'
Load 6.37769e-14 'm'
Load  2.20468e-13 '7'
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tp | tn

Area in microns squared = 39.750 * 47.5

Symbolic

Library "olegs":
tst safC2

s

N

.m

Load Information

Load
Load
Load
Load
Load
Load
Load

3.43293e-14
3.63979%-14
2.6494e-14

2.94618e-14
2.53265e-13
7.54418e-14
4.6622e-14

IFormat Type= Olod= Part=

a
b
'tn
‘o
5

'm
o
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R N Library "amuletBeta":
o static_asy_mullc_nb

o)
F:{ 2.5/1 .
A .r{ 251
\ A ar o
p M2.5/1
5 B H{ 2.5/1 ru{
, , D
_# 2.5/1 _%“ 2.5/1
N n . Y
._{ 2.5/1 ._{ 2.5/1 N
Symbolic Load Information
Area in microns squared = 20.250 * 47.5 IFormat Type= Olod= Part=

Load 2.78007e-14 A’
Load 2.12099e-14 'B'
Load 7.43324e-14 'Y’

static_asy_mulle+

Load 9.72582e-14 Y’
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[ S Y

t‘; nY

B _
- -
L“
B . r:‘ 2.5/1
d
5/ P51
A u( > ru(

d

N _Td

2.5/1
._{ N _1d
._{ 2.5/1

._{ 25/1

J
Symbolic

Area in microns squared = 20.000 * 47.5

Library "amuletBeta":
static_asy mullc_pb

[:‘( 2.5/1

| 4
.MY

._T 2j,5/1

Load Information
IFormat Type= Olod= Part=

\\\\\\\\\\Y

N .
A \\ \\\ \\

\k&\&&\&x\\

Load 3.05323e-14 ‘A
Load 2.83495e-14 'B'
Load 6.74812e-14 Y'
Load 1.8269e-13 ny'
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' Library "olegs":

c tst stat asyC2 nb

1/23.75
[/

Symbolic
Area in microns squared = 24.000 * 47.5

Al

Load Information
IFormat Type= Olod= Part=

Load
Load
Load
Load
Load

1.92116e-14
1.76288e-14
2.14553e-14
6.6082e-14

1.72007e-13

A
B

o
v
3
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’ Library "olegs":

e tst_stat_asyC2_pb

Symbolic
Area in microns squared = 26.500 * 47.5

Load Information
IFormat Type= Olod= Part=

Load
Load
Load
Load
Load

1.96295e-14
1.6364e-14
7.45002e-14
2.54551e-14
2.1555e-13

A
B

'
c
3
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' Library "olegs":

Symbolic
Area in microns squared = 28.500 * 47.5

Ll
L.

tst saf asyC2 nb

Load Information
IFormat Type= Olod= Part=

Load
Load
Load
Load
Load
Load

1.91955e-14
1.86423e-14
2.41143e-14
2.20991e-14
1.33867e-13
3.67942e-14
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Library "olegs":
tst scanC2

Symbolic Load Information

Area in microns squared = 50.500 * 47.5 !Format Type= Olod= Part=
Load  5.73717e-14 'CIK

Load 1.70802e-14  'Sin’

: Load 3.64919%e-14 T
\\\\\\\ \\\\\\\\\\& Load 1.67269%e-14 ‘&
Load 1.70992e-14 b’
Load 6.40658e-14 '9'
Load 3.75031le-14 '15'
Load 1.14159e-13 ‘'data’
Load 1.31744e-13 ¢
Load 4.72416e-14  'Sout’
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Library "olegs":
scan_latch

Tt m

B—Sc Dout —a&

Scanlatech

- nTst

Area in microns squared = 88.500 * 47.5

- 5| i
g "IE4 13007
s
b
0

Symbolic

Load Information

Load

R

N

Ty

N

Load
Load
Load
Load
Load
Load
Load
Load
Load
Load
Load

O .-
R - Load

Load
Load

2.44456e-14
3.62464e-14
4.35459e-14
3.0921e-14

6.41734e-14
3.77203e-14
6.03244e-14
5.85086e-14
1.32663e-13
1.77719e-13
1.01841e-13
1.24835e-13
8.01637e-14
7.03852e-14
1.05183e-13

IFormat Type= Olod= Part=

'‘Den’
'Din'
'Se!
'Sin’
Tst'
'nSc
nTst'
g’
g
6"
15"
6
13"
'‘Dout’
o5
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AMULET2e memory

controller

Appendix D :

Table D.1: Sate table for the AMULET2e memory controller

=2 9 lold|lo|dlaldla dldlold|laldglo]|a
o 8 Sldlglalolg|ale Slelald|la|lalg|o
S 3 s|8|laa|=2|9(3 |8 s|alg|lalala a3
= olo|lolo|o|o|o|o olo|olo|w|o|o|o
M olo|d|d|Hd|o|o|o o|lo|o|o|o|o|d|d
o olo|lo|lo|o|o|o|o O|ld|[O|d ||| |
o olo|o|d|d|d|d | O|ld|o|o|d|d|d |
- |8 g
o Qlslolalolalaldlola|8lalaldlaldlo|dlo
-~ Blo|clolga=2clelal9|8Ialalalal|l=|elo|d
Sgl=clc|le|lo|==|=|H ISEISHISEISEISHERENRS
(&) S =
VAOW........DOl_._._.
([ ||| O |0 |0 |0 |0 |0 | |o
RSP RIS (NP (NP IR P (R g o[ [

Xeg | Xg | Xg4 | X3 | Xo | X1

Tidy

000 |o|o|o|o| 000

SRR

Static cycles

000
011
001
010
010

100

000
000
000
000
000
000
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Table D.1: Sate table for the AMULET2e memory controller

current next
Xeg | Xe | Xa | X2 | Xo | X1 | X f f f f
6| X5 | X4 | X3 | X2 | X1 | Xg tate 3| 11| Tg State
O -|-]212]01]0] - 000 11 1]01]0 100
-l -] -]olo] - 001 1]l1]0]o0 011
-lol -] -1lo]lo] - 001 1/ 1]l01]o0 000
_|-|-|-|o|o|-|01o 1|1|o|o|1oo
-l -1212]-1lolo] - 100 1/ 1]l0]o0 101
-lolol12]o0]|o0] - 100 1|l1]0]o0 000
-l2]lofl1lo|lo] - 100 1/ 1]l01]o0 011
-lol -]olo|lo] - 101 1/ 1]l0]o0 000
-1 -]oflo| o] - 101 1|l1]0]o0 011
-l -1 -]2]o0o]o0o] - 101 1|l 12]0]o0 110
ol -] -JTolol - 110 1]olo 000
-l 12|l -] -]o]lo] - 110 1lo0]o 011
-|-|-|-|o|o|-|011 1|o|o|o|ooo

I nputs:

Xg - Setup signal;

X5 - hold signal;

X4 and X3 - timing/DRAM size signals,;
X5 - DRAM memory signal;

X4 - refresn cycle signal,

Xg - Sequential memory address signal.

Outputs:
f3 - memory strobe;

f5 - read/write strobe;
f1 - column address strobe;

fo - control signal for the address multiplexer.
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Appendix E : Asynchronous Block
Sorter

E.1 Tangram program of the four-stage block sorter

byte = type [0..255]

& word = type <<byte, byte>>

& boolword = type <<bool, word>>
& stages= const 4

|
(ip?word & alboolword & b!boolword & c!boolword & d!boolword & e!boolword &
op!word).
begin
head = proc(ip?word & op!boolword).

begin
new: var word
I

forever do

for (stages- 1) do ip?new; op!<<true,new>> od

;ip?new; op!<<falsenew>> {last value mark true}
od

end
{tail strips off the boolean and outputs a word as required}

& tail = proc(ip?boolword & op!word).
begin

new: var boolword
I

forever do
ip?new; op!new.1 {removes the boolean by outputting only the word}
od
end

& sortcell = proc(ip?boolword & op!boolword).

begin
new, value: var boolword
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& sort : prod().
if (new.1).0>(value.1).0 then op!value; value:=new else op!<<true,new.1>> fi

& ipnew : prog).

ip?new

I

forever do
ip?value; ipnew();
do (new.0) then sort() ;ipnew() od;
sort();
op!<<falsevalue.1>>

od

end
{main program}

head(ip,a) || sortcell(a,b) || sortcell(b,c) || sortcell(c,d) || sortcell(d,e) || tail(e,0p)

{the end}
end
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E.2 Handshake implementations of the basic components of

the block sorter

E.2.1 Handshake implementation of the head cell

ip(ip)

Figure E.1: Head cell

E.2.2 Handshake implementation of the sorting cell

(see next page)
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Figure E.2: Sorting cell
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E.2.3 Handshake implementation of the tail cell

Figure E.3: Tail cell
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