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Neural networks

Neural networks are circuits of 
biological (or biologically-inspired) 
neurons;

Biological neural networks are 
circuits formed by biological neurons 
connected to carry out functionalities 
typical of the nervous system;

Artificial neural networks are 
circuits formed by artificial neurons 
which mimic the behaviour of 
biological neurons.



  

The SpiNNaker simulator

SpiNNaker is a platform 
for modelling and simulate 
artificial spiking neural 
networks in real-time.

Each node of the system 
is an ASIC chip with 
multiple ARM cores



  

Learning in biological neural networks

The basis of learning in biological neural networks 
resides in Hebb's postulate:

“The general idea is an old one, that any two cells 
or systems of cells that are repeatedly active at the 
same time will tend to become 'associated', so that 
activity in one facilitates activity in the other”

Hebb, D.o. (1949), “The organization of behaviour”, New York: Wiley, p.70.



  

Learning in artificial neural networks

Three major learning 
paradigms:

Supervised learning;
(known input – known output)

Unsupervised learning;
(known input – unknown output)

Reinforcement learning;
(unknown input – unknown output)



  

Spike Timing Dependent Plasticity



  

Statement of the problem

From biology we learn that neural cells start to 
form connections between each other shaping the 
nervous system since the beginning of a new life.

During the development, some of the connections 
get weak and disappear, while new connections 
develop and evolve.

The purpose of this research is to develop these 
functionalities (a.k.a. synaptic rewiring) in the 
SpiNNaker simulator.



  

Research objectives

To develop a software simulator which includes 
features of synaptic plasticity:

Synaptic weight modification;

Creation of new interconnections between 
neurons;

Deletion of interconnections with very weak 
synaptic weights.



  

Methodology

Research project divided in three steps:

Definition and implementation of a synaptic 
weight modification algorithm;

Definition and implementation of a dynamic 
routing algorithm;

Definition and implementation of a synaptic 
rewiring algorithm (based on the previous two 
steps).



  

Synaptic weight modification algorithm

“Rolling average” STDP algorithm



  

Synaptic weight modification algorithm

Using the membrane potential as proxy for the 
spike emission

X axis:
Membrane potential 
(mV)

Y axis:
Time-to-spike (ms)
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Time plan



  

Thank you!!!



  

Synaptic weight modification algorithm

“Rolling average” STDP algorithm

Estimated firing rate computed 
as:

FR(n) = ½ FR(n-1) + ½ IST(n)

Where:

FR(n): firing rate estimated 
after n outgoing spikes

IST(n): Inter Spike Time 
between spike n-1 and spike n
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